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Executive Summary

This body of work is split into two sections to reflect the requirements of a SIPS the-
sis. The first section contains the main body of work, the thesis itself. This thesis
focuses on reducing the knowledge barrier for implementing machine learning so-
lutions in the industry. This was achieved by implementing and evaluating a novel
two-step transductive transfer learning pipeline embedded into a proposed "ML-
as-a-Service" platform. This pipeline is composed firstly of a layer which takes a
domain adaptation approach in order to create large data sets from limited refer-
ence data provided by the user. This is followed by a retraining layer which after
retraining a pretrained model, produces an optimal classifier for that’s specific to the
environment the model will be deployed in. This model has a higher performance
than a traditionally trained model, that required more data than what the user could
initially provide.

The second part of this work covers the other requirements for a SIPS thesis in-
cluding two case studies, a WHS report and a project experience report. The case
studies cover two subjects that have been replaced by this industry thesis, Profes-
sional Engineering 2 and Introduction to Biomechatronics. While unable to fulfil
the learning attributes of these subjects through the traditional means (i.e. Accen-
ture does not have any biomechatronic accounts), the learning outcomes were in-
stead fulfilled by other projects that I was tasked with while working at Accenture
of equal relevance.
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Abstract
Using Transfer Learning to Produce a ’Machine Learning-as-a-Service’ Platform.

by Tys LOWDE

This thesis proposes a novel two-step transductive transfer learning pipeline, com-
posed of a domain adaptation and retraining layer. The pipeline addresses a pro-
hibitive prerequisite of traditional machine learning approaches, by reducing the
amount of data from the targeted environment (domain) that the user will be re-
quired to provide. Alongside solving this problem, this body of work lays the foun-
dations of an “ML-as-a-Service” platform capable of significantly reducing the bar-
rier to entry for non-experts.

The data scarcity problem is addressed in the pipeline’s first layer, using genera-
tive adversarial networks (GANs) to transform an extensive data set using a similar,
but much smaller representative data set. These GANs take a feature representation
approach to solving this domain adaptation problem. Because of the fundamental
limitations of GANs, it was necessary to employ two types of GANs (pixel-wise and
SeqGAN). These GANs were improved upon and then applied to the domain adap-
tation of continuous and discrete data types respectively. The output from this first
layer is a synthetic data set that is used in the second layer to retrain a pre-trained
model. This retraining approach applies a novel re-imagining of an algorithm ini-
tially used for FreezeOut training. An annealing equation freezes the layers at dif-
ferent rates in the retraining process, producing models that are more robust, due to
having retained some of the relevant knowledge from the previous domain.

Across all experiments, the use of the retraining layer in the pipeline lead to a
0−7% F1 score increase. This improvement has an inverse relationship to the success
of the domain adaptation layer. For continuous data types, among other successful
experiments, this pipeline beat the current MNIST to MNISTM accuracy benchmark
by 1.4%. However, for discrete data types, SeqGANs failed to learn the target domain
and create new synthetic media. This failing, also seen in some experiments with
the pixel-wise approach, is being proposed to be due to a lack of range and variance
in the provided target data set. Using variance as a metric to gauge the success of
GANs when completing complex domain adaptation tasks, is a significant finding
that can be used in future applications.
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Chapter 1

Introduction

1.1 Topic Motivation

Accenture is a world leading software consultancy company, in an industry that is
rapidly adopting machine learning (ML) solutions to replace or enhance tasks that
are either currently fulfilled by humans or not possible at all. However, when Ac-
centure delivers these ML-based applications, they can only be applied in extremely
narrow environments. The machine learning components within the applications,
must be retrained when new use cases or environments are identified, with the prior
learning and resources from previous work failing to be transferred. These retrain-
ing processes require large amounts of data from the new environment. This typi-
cally requires an extensive data collection process to be undertaken. A process that
is overseen by experts in both the data science and machine learning fields. These
resources are typically unavailable to clients within their own companies.

These constraints are not exclusive to Accenture’s operations. The current lim-
itations that are imposed by the traditional machine learning pipeline have lead to
other software giants such as Microsoft and Google to investigate the possibility of
releasing ’inexpert friendly’ ML services. If these new platforms are not built, com-
panies are likely to move away from ML-based services, in favour of other solutions
that do not have high data or specialist knowledge requirements. Accenture and
other software companies must begin to build their products to accommodate non-
experts or risk losing having industries lose interest in the machine learning space
completely.
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1.2 Problem Statement

The proposed platform will be fully accessible to non-experts and remove the onus
on the user to produce large amounts of new data to define their new environment.
In order for this platform to become the basis of Accenture’s new approach to ma-
chine learning, the approach must be as generic as possible. Therefore, the platform
must be data agnostic, modular and make use of data sources from marginally dif-
ferent environments.

This thesis will propose a pipeline which will create classifiers that are optimal
in the target environment (DT ) from limited data sets. The data provided by the
user will need to have the same feature space as one of the larger data sets already
sourceable by the platform (XS = XT ). The distribution of that data will be different
(P (X)S 6= P (X)T ) and correcting this dissonance will be the first step of the two-step
pipeline. These requirements are those of a transductive transfer learning problem
(DT ≈ DS where DS = {XS, P (XS)}).

Two distinct use cases will be conducted to prove the validity and optimality
of the proposed pipeline, a natural language processing and an image recognition
problem. These use cases will evaluate a two-step transductive transfer learning
pipeline. The suitability of this pipeline will be judged using metrics common to the
ML space F1 Score, Precision and Recall.

1.3 Differentiating Between the Platform and the Pipeline

There are two core elements to this body of work, an "ML-as-a-Service" platform and
a "Two-Step Transductive Transfer Learning" pipeline. The purpose of this thesis is
to produce an "ML-as-a-Service" platform. However, major components of such a
platform exist as an API development exercise and lack novel or additive achieve-
ment. Instead, the core contribution towards this platform, that this body of work
will put forward is the "Two-Step Transductive Transfer Learning" pipeline. This
pipeline will form the backbone of the proposed "ML-as-a-Service" platform.
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FIGURE 1.1: 2-Step Transductive Transfer Learning Pipeline

In order to build and test this pipeline, modules from the perspective "ML-as-a-
Service" platform were required. These modules were researched, built and tested
as a part of the development of this thesis. These tests were conducted to ensure the
validity of the pipeline’s results by first confirming the validity of the modules that
support it (experiments are located in the appendix). The minimal platform that
was built is by no means a deployable platform, but it does form the basis of one
that could be built for industrial application.

FIGURE 1.2: Minimal "ML-as-a-Service" Platform

A more in-depth review of this platform and how the pipeline will satisfy its
requirements will be located in Chapter 8.
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1.4 Thesis Outline

This thesis will include all facets of the creation, integration and testing of a novel
two-step transductive transfer learning pipeline. The breakdown of this thesis fol-
lows a chronological process of research, module design, modular testing, integra-
tion, integration testing through two use cases:

• Literary Review - Chapter 2: Contains a review of prior works in order to
achieve an understanding of the historical and current day context of machine
learning. Also covered is an evaluation of the work done in the areas of trans-
fer learning, image recognition and natural language processing.

• Software and Hardware - Chapter 3: An overview of the software packages
that were used in this thesis, either directly or as a reference. Also is a descrip-
tion of the hardware that was used to test these solutions.

• Module Design - Chapter 4 & 5: An overview of the platform’s modules; in-
cluding their function, the approach that was taken to achieve their purpose
and the software and code base particular to that approach.

• Module Experiments - Chapter 6 & 7: Experimental methods, results and eval-
uations of the approaches taken for the modules directly related to the two-
step transductive transfer learning pipeline. These experiments will ensure
that the individual purpose of each module is met within the context of the
wider proposed platform. Only modules that were novel and directly con-
tained within the pipeline were evaluated within this section.

• System Integration - Chapter 8: A detailed review of the platform after inte-
gration of the modules, with careful consideration from the perspective of the
core persona (the inexpert user).

• Use Case 1: Image Recognition - Chapters 9 & 10: Proof of the platform’s per-
formance for an image recognition use case. This use case covers a challenging
real world problem using crowded image data with a progressively blurred,
sepia overlay. This section is split into two chapters to distinguish the experi-
ment and the discussion of the pipeline’s performance in the image recognition
space.

• Use Case 2: Sentiment Analysis - Chapters 11 & 12: Proof of the platform’s
performance for a NLP sentiment analysis use case. This use case used real
ticket data from Accenture to evaluate the two-step’s pipeline to create syn-
thetic tickets, to create a better classifier for ticket sentiment. This section is
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split into two chapters to distinguish the experiment and the discussion of the
pipeline’s performance in the NLP space.

• Conclusion - Chapter 13: Provide a brief analysis of the contributions of this
thesis, work that can be derived from its findings and a summary of the success
of the pipeline.
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Chapter 2

Literature Review

When considering what a "ML-as-a-Service" platform is and why it is required, an
understanding of the technical and industry context that it is designed for needs
to be investigated. This literature review will evaluate the currently available tech-
nologies, how they are being applied and have been applied in the past in order
to build an "ML-as-a-Service" platform that is capable of removing the barriers to
entry for the main user of this platform, the non-expert. In order to do this, several
questions need to be answered:

• What are the limitations of the current traditional machine learning pipeline
and what effect do they have on the industry?

• How severe are these limitations given the historical context of ML?

• What advancements in the ML field including model types, transformation,
training and optimisation algorithms and data augmentation approaches can
be applied to overcome these limitations?

• How will this improved pipeline be applied to common use cases the industry
will likely require.

2.1 Machine Learning in the Industry

Machine learning is making its way into almost all industries due to its ability to
improve the quality of work and reduce the cost and manpower associated with
current jobs [1]. As well as opening up new fields particularly in the areas of human
computer interaction (HCI) [2], complex predictive analysis [3] and the medical in-
dustry [4]. Unfortunately there exists significant misconceptions about the abilities
of ML that have led to the over-estimation of the ability for machine learning appli-
cations [5].

By far, the greatest danger of Artificial Intelligence is that people conclude too
early that they understand it.
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– Yukdowsky 2008 [6]

The belief that ML/AI is capable of completely replacing humans in the work-
force is a misconception [7] [8]. That doesn’t consider that current ML implementa-
tions, whilst impressive, can only operate within the environments they were origi-
nally trained within.

Despite this, machine learning is a huge market disruption. It is predicted by the
Bank of America that the AI market will grow to $157.2 billion by 2020, increasing
current productivity in all industries by 35% [9]. With such interest, it’s imperitive
that growth in this market is not stagnated by poor application due to misinforma-
tion.

2.1.1 Machine Learning’s Troubled History of Adoption

Understanding the history of machine learning is important when identifying and
solving the issues currently plaguing ML’s adoption in today’s markets. After it’s
inception in the 1950’s, early ML/AI had reasonable growth up until the 70’s when
the first "AI Winter" occured [10] . Which was brought about by a drastic drop in
funding from major investors including DARPA and notable US universities. The
drop in funding was accredited to slow results in a poorly understood market [11].
Investors in AI/ML companies and researchers noted that ML/AI at the time had
poor performance and was plagued by technical errors. Eventually the pitching of
a product that did not meet the reality of what it was evenutally caught up with the
industry.

This cycle of over-promising and under-delivering is known as a "hype-cycle".
However, unlike other consumer based industries (e.g. the video games industry’s
"ATARI crash" in the 80’s [12]) the ML/AI industry appears to have an abnormal
frequency of these hype-cycles. "AI Winters" occurred twice again, the most recent
being the during the period where the rule-based machines known as ’Expert Sys-
tems’ failed to meet market expectations [13].

Today’s current explosion of interest and rapid commercial adoption of AI/ML
has come from the inception of data-centric machine learning approaches. This form
of ML uses extensive, labelled and maintained databases such as ImageNet [14], that
have became accessible as the internet came online. Acting as a catalyst, these data
sets have been attributed to dramatic improvements in the results of bench-marking
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competitions, such as the "Large Scale Visual Recognition Challenge" [14].

FIGURE 2.1: ImageNet Large Scale Visual Recognition Challenge [14]

However, it’s likely that during this period of adoption that another hype-cycle
is being created. It is then inevitable that when these solutions under perform the
reaction will always be negative [10] [11]. The only solution to this is to allow busi-
nesses to understand the technologies they work with, either by reducing the tech-
nical barrier or by improving the education that already exists. This thesis will be
primarily focused on reducing that learning barrier through the implementation of
a black-box "as-a-Service" platform.

2.1.2 Current Attempts at Removing Barriers to Entry

While ML is currently still only being deployed to specific use cases, its uptake has
been broadened by the advent of new technologies. Of note is the rise of cloud-
computing. Cloud computing has been pioneered and commercialised by compa-
nies such as Amazon, Microsoft and Australia’s Macquarie Telcom [15]. The prolif-
eration of these platforms has enabled the low-cost, rapid development of a range
of machine learning centred platforms [16] [17], including Microsoft’s ML.NET and
Google’s Cloud AI. These platforms have significantly reduced the raw technical
barrier to entry for ML services, by allowing anyone to connect to an ML platform
without the need to install and debug a local implementation. However these plat-
forms are still lacking fundamental accessibility requirements, focusing heavily on
providing tools for machine learning experts in the form of trainers, models and
clustering algorithms.

A renewed focus on human computer interaction (HCI) has assisted in this area.
The recent failures of IBM’s Florida Health oncology treatment tool (Elekta) Siwicki
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has shown that disregarding the human element of any ML implementation is detri-
mental to its success. In this case Elekta failed to consider the prevalence and range
of acronyms, jargon and incorrect labelling in the medical field. It also did not con-
sider that a large portion of the data it scraped (research papers from journals) could
not be relied on without significant peer consultation. After this, the industry’s fo-
cus included the handling and robustness of the collection of data from people i.e.
in the NLP voice assistants [19]. Considerations for the physical environment and
the concept of a ’growing’ platform are now incorporated into the knowledge base
for these algorithms through concepts such as Incremental and Continuous learning
[20]. With this mentality of considering the human element of an ML implementa-
tion, the industry is avoiding another AI winter by addressing their biggest faults.
However from here, a renewed focus must be made on how the traditional machine
learning pipeline as a whole is itself preventative and in need of improvement.

2.2 Machine Learning

2.2.1 Defining Machine Learning

Machine Learning has a range of descriptions and how this body of work defines it,
is as such:
An ML algorithm is a mathematical model that maps a set of input dataX = {x1, ...xi, ...xn}
to a label, from a set of possible labels Y = {y1, ...yi, ...ym} [21].

FIGURE 2.2: Generalisation of the ML transformation

In this thesis, a core focus is the domain that the data is from. A Domain D con-
sists of two components, a feature space X and a marginal probability distribution
of P(X) where X = {x1, x2, ..., xn} ∈ X . For example, if the learning task is senti-
ment analysis from a set of social media posts, xi would be an individual language
element of those posts, X would be a set of posts, and X would be all possible xi
elements. For any given Domain D = {X , P (X)} there exists a task T which con-
sists of a label space Y and a transformation function (sometimes referred to as a
predictive function) f(·) such that T = {Y , f(·)}.
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Instances x that are from the data input after deployment belong in the target
domainDT , whereas the domain that was used to train the predictive model existed
in the source domain DS . In the traditional machine learning pipeline the assump-
tion is made that the source and target domains are identical, such that from the
probabilistic viewpoint P (y|xT ) = P (y|xS).

2.2.2 The Traditional Machine Learning Pipeline - Classifiers

FIGURE 2.3: The Traditional Machine Learning Pipeline and Associ-
ated Responsible Parties

1. Business Understanding/Review: The first and rarely covered step of the
pipeline is the business development stage [22]. This stage considers ques-
tions such as "Will the problem be solved by a machine learning application?",
"Is there a simpler solution?" and "Are we as business capable of implementing
this solution?". Both experts from both business and the ML field are required
to engage at this stage, which can drastically reduce the accessibility of ML as
a business option.

2. Data Sourcing and Preparation: Once the solution has been determined to
require machine learning, the training data needs to be gathered, cleaned and
labelled. This can be an intensive process for the business as the amount and
quality of labelled data that can be provided is inherently linked to success of
the classifier [23]. Here size is not as important as ensuring that a complete
representation of the targeted environment across all labels is gathered [24].

3. Feature Extraction: After the data is made ready, it’s then necessary to extract
the feature space that will be used to train the model. This extraction is unique
to the data type. For example in the feature extraction of text data, the sentence
data can be simply reduced into "Stems and Leaves" which can then be con-
verted into a numerical vector that is better handled by ML algorithms [25]. In



12 Chapter 2. Literature Review

deep learning applications this feature extraction layer has been made effec-
tively redundant, as deep learning approaches allow the model to learn and
build its own feature extraction layer [26].

4. Model Training: With the feature space built, a model needs to be selected
and trained on the sample data. Typically the choice of model would be made
at the beginning with the Business Review stage. The selection of hyper-
parameters for the model is generally a ballpark estimate made by a machine
learning expert, and then tuned based until an appropriately successful clas-
sifier is found [27]. The success of the classifier is judged on a validation set
of data that is separate to the training data. Stratification of the validation and
training data set is important in reducing the capacity of the model to over fit
to the training data, making it ineffective when applied to the target data set
[28].

5. Deployment: After the model has been trained it will need to be encapsulated
such that the user is able to input in new data to classify and receive those
classifications appropriately. Typically in cloud based applications this takes
the form of RESTful API frameworks that work over HTTP requests [29], and
for embedded models traditional design patterns are still applicable.

2.2.3 Where Machine Learning Exists on the AI Curve

In order to understand the purpose of ML, it’s important to consider where it fits in
terms of the larger AI spectrum. As despite its reputation as a cure-all, ML is still
in it’s infancy especially when considering its integration with Business Intelligence
systems [30] [31].

FIGURE 2.4: The Growing Complexity of AI
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All products that market themselves as AI or ML based, are not fully cognitive.
They use ML components that sit in explicit domains and satisfy set tasks. In the
case of NLP based digital assistants, the task is sentiment analysis and the domain
is human voice. Accents and slang of the user introduce perturbations into this
domain that will affect the performance of the NLP program [32]. True cognitive
computing is able to overcome these domain changes given that it’s a basic require-
ment for true AI to learn naturally [33].

2.3 Common Machine Learning Algorithms

There are an impressive amount of machine learning algorithms available, each with
their own strengths and weaknesses.

FIGURE 2.5: The Wide Array of Machine Learning Algorithms [34]

Selection of the most suitable algorithm is dependant on the purpose of the ma-
chine learning application. There are 3 main types of ML algorithms supervised,
unsupervised and reinforcement; with some models being able to perform in mul-
tiple areas. The focus of this thesis is in the supervised theatre where the algorithm
learns from a labelled data set for the purpose of prediction. Supervised learning
algorithms fulfil 3 main use cases classification, regression and anomaly detection.
The selection of an algorithm is made by considering the purpose of the algorithm,
constraints such as training time v. accuracy, linearity of the data set, ease of imple-
mentation and possible business limitations [35].
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2.3.1 Applications of Supervised Machine Learning

Supervised learning is a type of machine learning that uses a known, labelled data
to train an ML model to predict future outcomes.

Anomaly Detection

Anomalies are defined as points of data that exist outside the normal distribution of
the set [36]. Also refer to as outliers, these points are important in many applications
as they can exist as warning that something outside the normal is happening within
a system such as credit card fraud and cyber-security. The most common machine
learning approach to detecting these anomalies, groups normal data together and
returns any point that does not fall within these regions [37].

Regression

Regression is the task of relating a data domain to some continuous model. Regres-
sion problems are focused on identifying trends and patterns in known data and
making predictions on future data [38]. Linear Regression problems are typically
easier to solve, but in high complexity data environments, non-linear trends are
much more likely. ML applications are typically applied to solve non-linear prob-
lems [39]. Examples of these problems include predictions on stock prices, housing
markets, medical trials or engineering applications.

Classification

Classification is task of relating a data domain to a discrete set of class labels [38].
There is some overlap between a regression and classification problem, as classifica-
tion algorithms are still able to map to a continuous output variable. As the output
of the classifier takes the form of a probability to some class label [40], e.g. the likeli-
hood the image contains a dog. Classification problems are either a binary (two-class
or binomial classification) or n-categorical (multi-class) [41]. ML models are capable
of building non-linear transformations that most other non-ML approaches are only
capable of doing after extensive manual tuning.
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FIGURE 2.6: Solving non-linear scenarios using a SVM [41]

ML models that are typically applied to this task include SVMs, neural networks,
probabilistic algorithms such as Naive-Bayes, hierarchy models such as decision
trees and kNNs [42]. The choice of algorithm (and sometimes the hyper-parameters
of those algorithms) in a classification task has additional considerations unique
to the problem. That falls under the umbrella of a ’No-Free Lunch’ optimisation
problem [43]. These considerations include:

• Bias and Variance: The trade-off between these two can typically be referred
to as the ’flexibility’ of the algorithm. The flexibility is also known as under
or over fitting. A highly biased system will not react to neither noise or new
legitimate data. The inverse is true for a highly variant model [44]. Some
algorithms such as Decision Trees [45] and Neural Networks [44] are known
to be sensitive to this trade-off, while algorithms such as SVMs perform better
[46].

• Complexity Vs Availability: Higher complexity algorithms with greater depth
are typically capable of mapping more complex data domains against correct
labels [47]. However there is precedent that complex models when trained on
small or noisy data sets are unreliable and generally perform worse than sim-
pler, better trained models [48]. This is a significant consideration with data
from the medical and advanced sciences [49].

• Curse of Dimensionality: Refers to the problems that arise in handling data in
the higher dimension space (1000s) that don’t occur at lower dimensions [50].
Data must have a distribution that covers the all possible mappings for each
dimension combination. An extension of the ’Hughes Phenomenon’ dictates
that for each dimension, there should exist at least 5 training examples against
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each other dimension [51] [52]. SVMs and kNNs can make use of a mathemat-
ical ’Kernel Trick’ to reduce the impact that higher dimensions have on their
performance [53].

2.3.2 Deep Learning Supervised Machine Learning Algorithms

Deep Learning ML Algorithms are a subset of algorithms that break down the fea-
ture space at each layer to interpret and learn new and more abstract elements at
each layer [54]. This layered method abstracts away a large proportion of the feature
space engineering [26]. Of particular note in this field are Deep Neural Networks
(DNNs), which include Multi-Layer Perceptrons and Deep CNNs. In the context
of this body of work’s proposed pipeline, these models are important, as they are
particularly known for their ability to handle all data types.

FIGURE 2.7: Progressive feature abstraction in DNNs [55]

Multi-Layered Perceptrons

A perceptron is the most basic neural network and consists of three levels of nodes;
an input (can be many nodes), hidden (single node) and output (single node). Each
node in the input layer is connected to the hidden node with some weight. The sum
of these weighted inputs plus a constant is then used as the input to a non-linear
’activation’ function [56]. The output of this activation function is passed on.
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FIGURE 2.8: Simple Perceptron [57]

In MLPs these perceptrons are layered adjacently and vertically, creating a strong
statistical cumulative distribution function [58]. The selection of MLP’s hyper-parameters
includes the depth and width of the hidden layers, the choice of activation function,
starting weights and constants.

FIGURE 2.9: Deep Neural Network (Multi-Layered Perceptron)

Convolution Neural Networks

FIGURE 2.10: Convolution Neural Network[59]

CNNs gained significant popularity in the 80s and 90s due to their success in the
computer vision and acoustic modelling fields. CNNs are heavily inspired by the
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behaviour of visual cortex neurons, reacting only to stimuli that occurs within a re-
stricted field and not the whole environment [60]. In practical terms this presents
itself as a layered network that pulls in data from nodes within its ’visual range’
(convolution layer), applies some mathematical activation and weight (ReLU layer),
generalises the outcome (pooling layer) and then after multiple applications of these
layers the heavily transformed feature set is passed onto a fully connected layer that
acts as a typical MLP network [61] [62] [63].

FIGURE 2.11: Convolution Neural Network - Practical Representation
[59]

Residual Networks and Shortcut Connections

Recently CNNs have had excellent success in the Visual Recognition field, in 2012
when applied to the MINIST handwriting database they achieved an error rate of
0.23% [64]. In 2015, using the extensive ImageNet database, a CNN was able to make
a commercial facial recognition product that located faces at orientations previously
incapable by ML recognition applications with a 91.79% success rate [65].

This success is attributed to the solving of one of the major problems with all
deep networks, but are notable in the CNN space. The problem was known as the
’vanishing gradient’ issue. Where as the feature space moved from one layer to the
next, the feature space that was passed on would become more and more abstract
and begin to lose relevance. To counter this, the residual learning framework was
built. Where the output of the node and its input (or an input further up the layers)
are summarised before passing on: H(x) = F (x) + x. These are typically referred to
as "Residual Blocks’.
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FIGURE 2.12: Residual Layer

The current leader using the shortcuts and residual blocks (known as dense
blocks in this model) is the DenseNet model type. This model shortcut concept to
the extreme, within each dense block the output of each layer is passed as an input
to all layers below it.

FIGURE 2.13: DenseNet Layout

2.3.3 Training Deep Neural Networks

The most popular form of training and the one that is implemented in this body
of work, is known as back-propagation. When instance x from the training data is
pushed through through the net, the result at the outputs (which is a confidence
score 0-1) is then compared against the known label [66]. The error is pushed back
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down the model, adjusting the weights between nodes and layers using a stochastic
gradient decent algorithm [67].

FIGURE 2.14: Stochastic Gradient Descent Visualisation [68]

Other training techniques include dropout [41]. Dropout is the process of ran-
domly closing off nodes between training epochs in order to reduce the likelihood of
over-fitting to the training set by reducing the reliance of certain nodes to form con-
sensus [69]. The discovery of training techniques such as drop-out [70], depth over
width hyper-parameter tuning [71] and data augmentation (such as noise jittering)
[72] have all significantly improved the use of deep learning in all applications.

2.4 Sentiment Analysis and Natural Language Process-

ing

Before the advent of data-driven ML platforms, the use of ’classical’ NLP solutions
utilises sets of known phrases, patterns and rules [73]. This method of ’symbolic
reduction’ was both time and space exhaustive and did not lend itself well to situ-
ations other than that where careful control of the domain and application context
was possible.
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Statistical based models that arrived in the late 80’s / early 90’s took advantage
of the new wave of growing data availability. Models were built with a statistical
understanding of how sentences and phrases were constructed as opposed to any
pre-determined set of rules [74]. The issue of domain constraints were not addressed
in this manner, however the flexibility of the systems were greatly enhanced.

NLP statistical models are split into two categorises described as either genera-
tive or discriminative. Discriminative models such as Neural networks will attempt
to statistically classify a pre-known feature space P (y|X) [75]. Generative models
are capable of mapping new, unknown features by accounting for their similarities
to known features [76]. Generative models are more robust to noise and over-fitting,
but are overall harder to train and require large amounts of higher-quality training
data. Gaussian Discriminant Analysis is an example of a generative model which
builds a probabilistic space from training data that allows for the new features to
be analysed without necessarily having to match known features. Notably some
discriminative models can be extended to be generative, these include the improve-
ments made to predictive neural networks used in semantic word representation
such as the extension from Word2Vec to Doc2Vec [77].

FIGURE 2.15: Generative Model - Gaussian Discriminant Analysis [76]

2.4.1 Word Representation

All statistical models regardless if they’re generative or discriminative require that
the words imputed be done so in some numerical way. A popular method is to
break down sentences into it’s ’stems and leaves’ creating a ’bag of words’ [25]. This
model which converts a dense text into a single sparse vector ignores the semantics
and syntax of a sentence, limiting the contextual impact of individual words. In
order to improve the robustness of the model, a frequency modifier is attached to
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each word, to ensure that words such as ’the’ and ’in’ are given less importance over
words specific to some desired mapping (i.e. relating offensive language to aggres-
sive sentiment).

Newer methods for word embedding which take into account the semantic con-
text of the words have been shown to be much more successful. Two common ap-
proaches with equally positive results are Hyperspace Analogue to Language tech-
niques such as Glove Embedding and Predictive Neural Networks such as Word2Vec
[77]. These models convert the initially poor representation of the ’bag of words’ into
a dense, multi-dimensional dimensional vector. With semantically similar words
sharing closer proximity to one another [78].

FIGURE 2.16: Word2Vec representation [79]

Semantic techniques consider the plurality and tense as well as other morph-
isms of words and can rationalise their similar counterparts. Of interest is the ability
to take the vectors of words and process them algebraically by taking the cosine
distance between vectors:

vector(ruler) + vector(woman) ≈ vector(queen) (2.1)

These techniques will be used in any NLP application to some degree. ’Bag of
Words’ while basic is quite popular due to its simplicity. However, the platform
that this body of work will produce, will be deployed in any environment. Because
of this, the complexity of the problem is significantly increased and an approach
that considers semantic representation that can be extended to include new, unseen
words will need to be deployed.
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2.5 Image Recognition

Image recognition is a broad genre that includes any application where the classifi-
cation of features within an image space is required. Notable applications include
facial recognition, optical character recognition and content-based image searches.
For object identification, steady progress has been made in the yearly ImageNet clas-
sification challenges. Since its inception, new approaches in the IR field have de-
livered exponential increases to model accuracy to the point where classification on
this database currently sits on a 0.0225 error rate [14].

FIGURE 2.17: ImageNet Probabilistic Results

2.5.1 Salience Detection

Object recognition, one of the more popular IR tasks is a typical classification prob-
lem. Salience detection is a pre-processing step in the object recognition process
that will isolate the most ’important’ object in an image. The following steps of the
process will then classify that isolated object [80]. Salience detection is required for
complex tasks such as medical imaging, where abnormalities are typically defined
by their juxtaposition to their surroundings [81]. In CNNs, salience detection is typi-
cally covered within the initial layers and is one of the reasons for their better results
with the image recognition problem space [82]. These approaches are still decided
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upon by the engineer and not natively learned by the classifier.

Simple salience detection solutions will take a set of background seeds and create
a map that will be formed from pixels spreading out of that seed that to similar pix-
els. Algorithms to accomplish this include; Markov Chain [83], Cellular Automata
[84] and Normalisied Cut [85]. However in applications such as medical imaging,
the challenges of imagery artefacts (smudge on the lens, blurring, lens distortion,
image noise etc.) leads to foreground and background blending that require a more
complex approach.

These solutions are addressed by either a top-down or bottom-up approach. A
top-down approach requires the system to have the benefit of already knowing what
they should be looking for, by being given a filter bank beforehand [86]. This ap-
proach is not well suited to a generic approach such as that sought in a "ML-as-a-
Service" platform and instead a bottom-up approach is required. The bottom-up
approach extracts low-level features such as HSL components, texture and edges.
Then using modified versions of typical spacial algorithms such as Cellular Au-
tomata [84] removes outlining and anomalous features. This leads to significant
improvements in most image recognition problems [87].

2.5.2 Deep Learning and Image Recognition

Deep CNNs have been hailed for their breakthroughs in image recognition, being re-
sponsible for the 50% reduction in error rates on the ImageNet competitions [14] and
achieving significant success in industry benchmarks such as CIFAR100, CIFAR250
and MNIST [88].

However, as IR goes from a research piece to an industry application, accuracy
must be balanced with computation time and spacial considerations [82]. The size of
the net becomes a significant consideration when todays advancements with resid-
ual layers and "short-cuts" in models such as DenseNets which hold the current
records [89]. These networks that allow for all layers to accept each layer below
as an input, improve feature propagation while also exponentially adding to the
space required by the model with each layer. For example in the most recent Ima-
geNet competition, the best entry that didn’t contain extensive use of short-cuts was
a basic ResNet that had 1.4 Million parameters, where as DenseNets had 24.8 Million.
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Because of this large data overhead other neural network architectures have been
also investigated. MLPs are an attractive option given their scalable, parallelisation-
friendly and well performing nature. MLPs can still make use of images prepro-
cessing pooling layer while significantly reducing the size their nets take up [90].
Several studies seeking to compare CNNs to MLPs have produced mixed results,
likely due to fundamental differences in the methodology of the experiments. While
CNNs are still favourable, the gap between the performance of the two model types
is such that MLPs still remain a favourable avenue of research.

FIGURE 2.18: CCNs Vs MLPs on Image Recognition Applications

[91] [92] [93] [94] [95] [96]
MLPs
OCR 94.69 89 81.7

Object Recognition 95.86 84.7 81.62
CNNs
OCR 96.44 80 83.9

Object Recognition 99.32 79.3 85.39

The outcome from these results show that CNNs are still favourable for their
accuracy. However, this thesis’ "ML-as-a-Service" platform will be built to ensure
that, because of the continual improvements made to ML models, the platform is
built to be modular and capable of swapping out model types. Ensuring that should
MLPs eventually become more desirable by the user, the platform is still relevant.
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2.6 Transfer Learning

Machine learning has been commonly referred to as an application of uniform con-
vergence theory. As for any given input instance xi which is known by the optimal
predictive model f(·)opt, it will be mapped correctly to some label yi [97]. The current
proof of traditional machine learning uses this uniform convergence theory, stating
that should the model be provided enough data, then it will provide an optimal
model.

This proof of optimally is the basis of the traditional ML pipeline, because it is a
balanced equation. However it is a naive and incorrectly assumes that the domain
the model was trained in (DS), is the same as the domain that it will be applied
in (DT ). This will only hold true if the data the model is performed against was
captured at the same time and environment as the data it will be applied on. In
any other situation these models exist in environments that are always changing. It
is only the degree of change or the size and quality of the data selection that will
stretch the domain dissonance enough to be noticeable. Sudden changes to the do-
main is the most common case from where this problem will arise.

Transfer learning is a field of machine learning which takes into account the
context of how the model will be applied. Accounting the possible change of the
expected domain and task upon deployment [24]. This thesis will focus on a trans-
ductive transfer learning approach to solve the problem of changing domains.

2.6.1 The Challenges and Rewards of Transfer Learning

The goal of transfer learning is to improve the overall machine learning pipeline, by
taking advantage of knowledge already sourcable by the platform and extending
it for new domains and tasks [24]. The benefits of transfer learning comes in three
ways:

• Initial Performance: The initial performance of the model, compared to an
’ignorant’ agent (a completely untrained model).

• Learning Time: The speed of which the asymptotic error rate is reached com-
pared to a classifier trained using source data.

• Final Performance: The final error rate of the model against a model trained
with source data.
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FIGURE 2.19: The improvement and risk of transfer [98]

All transfer learning problems need to be approached with 3 fundamental ques-
tions, failing to address these questions while designing the approach can lead to
the problem of Negative Transfer. Negative transfer occurs when the transfer learn-
ing process is destructive to the learning process as a whole and creates models
with poorer performance as compared to a traditional training pipeline [24]. The 3
Questions are:

• What to transfer: Considers which knowledge available in the source domain
is applicable in the target domain. All transfer methods address this problem
differently, so before deciding on which approach to use, a decision must be
made on the domain that the model will operate in.

• How to transfer: The ’how’ concerns the process and algorithms in order to
achieve that. The approaches that are generally considered include Instance
Transfer, Feature Transfer, Parameter Transfer and Relational Feature Transfer. To
perform these approaches data boosting methods, clustering, graphical repre-
sentation or end-to-end learning (GANs) all considered.

• When to transfer: A holistic question that takes into account the context of
the application, evaluating the trade-offs created by applying the transfer. In
applications of Relational Feature Transfer, sometimes computationally expen-
sive algorithms need to be applied, which may not be appropriate for a given
hardware implementation.

Overall transfer learning is about building a platform that is able to use the
knowledge of other domains and tasks. This goal is often referred to as "life long
learning" where ML platforms can be put in place and expected to grow to accom-
modate the changing environments and purpose they exist in [99].



28 Chapter 2. Literature Review

As a new area of ML, transfer learning has many hurdles to overcome. Compa-
nies may be hesitant to save extremely large amounts of source data and models to
be used in computationally extensive training processes. However on the inverse,
transductive transfer learning approaches have been shown to, if they have a signif-
icantly apt amount of target data, fair well when there is bias or noise in the source
data set. Because of this, already existent data retention programs may have signifi-
cantly less operational overhead.

2.6.2 Transductive Transfer Learning - Domain Adaptation

When the aim of the process is to reconcile the dissonance between the source
and target domain, the process is referred to as ’Transductive Transfer Learning’.
Two scenarios exist for transductive transfer learning; the feature space between
the two domains are not the same (XD 6= XT ) or while the feature space is the
same (XD = XT ) the proportional distributions of the feature space are not equal
(P (X)D 6= P (X)T ). Many of these transductive transfer learning approaches do not
require a labelled target data set, avoiding the expensive process of labelling data
sets [24].

For the transductive transfer learning case there exist another case where the fea-
ture space is the same (XD = XT ), but the probability distribution is not the same
(P (XD) 6= P (XT )) and while the tasks have identical label sets (YD = YT ), the con-
ditional distribution (the mapping function) is similar but not the same (PD(Y |X) ∼
PT (Y |Y )). In this case the solution takes the form of a semi-supervised retraining
that uses a method known as ’Domain Adaptation’ [100]. This is the scenario that
will be the focus of this thesis.

A notable application of domain adaptation is in addressing the sample distri-
bution bias problem that occurs when the ML pipeline doesn’t have full control of
the data presented to it [101]. In this application, the ML model must be able to from
the gathered source data, select or map source data that is inline with an unbiased
target sample set.

There are two typical transfer learning approaches to domain adaptation; In-
stance Transfer and Feature Representation Transfer. An Instance Transfer approach
is typically referred to as data boosting. Where data from the source domain is
weighted based on it’s similarity/distance to the target domain. This approach does
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not produce any new data and is typically employed if the width of the source do-
main puts the target domain as a significant subset within it. On the other hand a
Feature Representation Transfer approach which seeks to build a representative data
set of the target domain using the source domain as a starting point does produce a
new data set. This approach provides a far superior amount of data to be available
during model training. However, there is the risk that the new data set is not an
accurate representation.

2.6.3 Domain Adaptation - Feature Representation Transfer

Feature representation transfer aims to create a mapping between the source domain
and the target domain. A good visualisation of the domain disparity that causes
models to suffer is by comparing the MNIST handwritten numbers database against
the USPS coloured handwritten number data set.

FIGURE 2.20: 2D visualisation of the MNIST-USPS data-sets. [102]

The disparity of the two data sets means that when the USPS data is classified
on a model trained with MNIST, the results are not accurate.

The feature adaptation process can be treated as unsupervised or semi-supervised.
When the target domain lacks labels, an unsupervised clustering method is used
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to find a joint distribution between the source and target domains. In the semi-
supervised process, the domain invariance is ignored and target data is used to se-
lect the source data with the same categories. After either method, the model is then
retrained (using the above discussed method and others) on the source data that has
been transferred into the target domain [103].

Generative Adversarial Networks

Generative adversarial networks are two tiered deep learning neural networks that
have the ability to produce ’new’ media. The training process is adversarial in na-
ture with a ’generator’ model that creates media and a discriminator’ model that
evaluates the new content against some known content [104]. A gradient reversal
layer flips the loss of the discriminator to be the gain of the generator [105]. When
the discriminator is successful in differentiating the synthetic data produced by gen-
erator from the target data, the loss is transferred down to the generator.

FIGURE 2.21: GANs - Gradient Reversal [105]

The Min-Max function defined in the original GAN paper that is commonly em-
ployed today, albeit with minor deviations is:

Equation 2.2 The overall Min-Max value function

min
G

max
D

Ex pdata(x)[logD(x)] + Ez pz(z)[log(1−D(G(z))] (2.2)

where:

• z is the input vector into the generator (Source data set + Noise)
• x is the target data set
• D is the confidence of the discriminator
• G is the output of the generator
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Equation 2.3 The overall Min-Max value function

∇θ(G)
1

m

m∑
i=1

log(1−D(G(z(i)))) (2.3)

When the data is continuous the gradient reversal is described as:
GANs due to the complexity of the task are tough to train [106]. In the Domain

Adaptation case the generator which traditionally begins learning from a random
noise vector, instead uses the source data as the starting point. Because of the en-
forced similarity between the two domains at the start, the training time for the
generator is significantly smaller than those trained from noise. Similar to the pro-
cess of ’jittering’, the slight difference between the target and transferred data-set
can lead to better performing models than those trained on purely the target data
set of equal size [107].

FIGURE 2.22: MNIST-USPS data-sets after Domain Adaptation [105]

The traditional GAN as described by Ian Goodfellow is not data agnostic and
can only operate on continous data types [108]. Continuous data such as image data
can produce loss functions between two images on a pixel to pixel or convolution
basis [109]. However, NLP sparse vectors are discrete data types, with the distance
between two sentences incalculable. Several approaches such as seqGANs [110] and
MLE-GANs [111] aim to bridge the gap by sampling and inferring. Since the outputs
of the discriminator are non-differential, gradient reversal is not possible between
the discriminator to the generator. Instead an estimation of the loss to the generator
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is found and applied.

Sequence GANs:

SeqGANs as described by Yu and his team in their paper Sequence Generative Adver-
sarial Nets with Policy Gradient [110] is an extension of a "encoder"-"decoder" network
where a sequence is encoded and then decoded by the generator. That decoding is
the new synthetic data i.e. The encoded sentence "Wǒ shì Tys" is decoded as "I am
Tys" or a more apt example for the use case of this thesis "I am Tys" would be de-
coded as "Hello Tys, I am Bot". In this case the encoder is the semantic preprocessing
layer such as word2vec. The sequence that is created by the decoder (generator) is
built using a series of states. For each state (the sequence of words built so far) the
next likely word is found.

C =
∑

log(P (x|h))

=
∑∑

t

P (xt|x1:t−1, h)

=
∑

log[P (x1|h) ∗ log[P (x2|x1 : 2, h) ∗ log[P (x3|x1 : 3, h) ∗ ... ∗ log[P (xT |x1 : T, h)]

(2.4)

Where h is the input sequence and x is the output of the previous layer in the de-
coder. The output of the generator x is passed onto the discriminator with a sample
set of target sentences and the synthetic sentence is evaluated. The pipeline can be
simplified to:

FIGURE 2.23: Simplified SeqGAN pipeline

An MLE optimisation function exists for this pipeline where through modifi-
cation made in the parameter space of the generator θ, the minimum loss in the
discriminator is found.

θ = argmaxθR̄

R̄ =
∑
h

P (h)
∑
x

R(h, x)Pθ(x|h)
(2.5)
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What makes sequence GANs different is that it is composed of many encoder-
decoder networks. For each state that is generated, a set of the next most likely
words is then found.

FIGURE 2.24: Sequence GANs [110]

A monte-carlo search is then conducted on all the possible outcomes from the
discriminators to build a policy gradient. This gradient is then passed back down to
the generator to modify its parameter space. This policy gradient is an extension of
the MLE optimisation function as performed above.
Equation 2.6 Sequence generator reward maximisation function

J(θ) = E[RT |s0, θ)] =
∑
y1∈Y

Gθ(y1|s0) ·QGθ
Dφ

(s0, a) (2.6)

where:
• RT is the reward for a complete sequence, there are no partial rewards for

incomplete sequences.
• QGθ

Rφ
(x, h) is the action-value function, also known as the cumulative award

across all the discriminators or the policy gradient.

2.6.4 Inductive Transfer Learning - Multi Task Learning

In the scenario where there exists a difference between the task of the source and
target TS 6= TT , but the difference between the domains is negligible DS ∼ DT (XS =

XT but P (XS) ∼ P (XT )), an inductive transfer learning approach is applicable. The
proposed "ML-as-a-Service" platform could make good use of this application of
transfer learning. Enabling it to use of models from the same domain, but retrained
to perform new tasks, benefiting from the transition [24].

2.7 Conclusion

By reviewing the work of others in this field, a final conclusion and direction that
addressed all the proposed questions at the start of this literature review was de-
cided upon.
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The proposed "ML-as-a-Service" platform must be data agnostic to satisfy ma-
chine learning’s largest consumer, the non-expert. However, similar platforms have
been slow to accept the needs of the non-expert user. If they continue to not to be
considered, then eventually when another hype-cycle is created in the industry and
poorly formed expectations are not met, the ML field will again collapse.

The most severe problem that was identified in this review, occurs when models
are forced to operate in domains they were not trained for. A problem that gener-
ally occurs when the data used to train the model is not the same as what will then
be captured once deployed. To overcome the lack of representation, a transductive
transfer learning pipeline will be built and embedded within an "ML-as-a-Service"
platform. This platform will ultimately deliver optimal classifiers, based on up-to-
date literature the most optimal models for image recognition are DenseNet’s, which
have also shown capability in the NLP space.

TO address the domain dissonance, this two-step pipeline will take a Feature Rep-
resentation Transfer approach to domain adaptation, a subset of transductive transfer
learning. The approach will utilise generative adversarial networks for both contin-
uous and discrete data types, to create new data sets.

Implementing this pipeline to create a data agnostic platform will remove all bar-
riers preventing non-experts from creating their own ML solutions. In the context of
the history of AI/ML adoption in the industry, the removal of these barriers is nec-
essary in order to prevent another freeze as those described in the late 20th century.
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3

Software and Hardware Setup

This section will include software and hardware components such as python pack-
ages, GPU setup and management the OS environment that will need to be repli-
cated in order to ensure the results covered within this thesis can be repeated.

3.1 Software Packages

The following packages are used in this body of work. For those packages that are
implemented directly into the 2-step TL pipeline, alterations were made to improve
and extend their ability. These alterations are briefly described below, with more
detail available in the module overview chapter. The code base for this thesis was
written in Python 3.6.

• PyTorch v0.41 - Provides the framework for handling ML specific variables,
data augmentation, ML objects/functions used in the different models (i.e.
layers, parsers and optimisers) and training (back-propagation) functions. Py-
Torch’s main benefit over its cousin TensorFlow, is its deployable optimaisation
patterns. In the machine learning context, correctly implemented optimisers
significantly reduce the training overhead of model creation and retraining.
The second major difference is that PyTorch dynamically allocates its memory,
allowing objects to be stored and recoverable outside of the sessions defined in
frameworks such as TensorFlow. This is important in a research context where
results and objects need to be captured and used by other ill defined code
structures.

• DenseNet - Published by Zhuang Liu along with his and his collegue’s paper
Densely Connected Convolutional Networks [89]. This model is a deep CNN with
shortcuts from each layer to every layer below it in the same "dense layer".
This setup removes an issue known as the ’vanishing gradient’ which has sev-
erly limited the success of deep neural nets in the past. Limited modifications
have been made to this package which include:
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– DenseNet functions for model creation, optimisation and training have
been modified to allow for dynamic adjustment of the learning rate used
in FreezeOut approach detailed later.

– Training and validation functions have been rewritten to capture extra
results.

– Updated Adam optimiser implemented from PyTorch library.
– Updated syntax for PyTorch v0.41.

• HyperOpt - HyperOpt is an optimisation pack that can operate across both dis-
creet and continuous hyper-parameter spaces. In this thesis it is used to allow
for model creation to be repeated, altering a given set of hyper-parameters to
achieve a supplied objective function. The framework for using HyperOpt was
supplied in Max Schultz’s work Optimal Control for the Automated Design of Ma-
chine Learning Models. Modifications were made to use PyTorch’s optimisation
Parzen Tree Estimator function, as opposed to the Optunity package. Algo-
rithm escape clauses were added to ensure the search of the hyper-parameter
space does not extend beyond what is necessary. [112]

• Paragraph-Vectors - A PyTorch interpretation of the Doc2Vec approach that utilises
a two-tiered neural net that learns from a large lexiconic data-set the seman-
tic mappings between words. The platform (after training) provides a set of
functions that converts paragraphs into decimal vectors of set size, either by
padding or aggregating. This code base is used as is, within the platform. [113]

• PixelDA - Release by Bousmalis and his colleges alongside their paper Unsuper-
vised Pixel-Level Domain Adaptation with Generative Adversarial Networks. A pixel
level GAN will be implemented in the domain adaptation module for contin-
uous data sources (images). Significant modifications were made to their ap-
proach in terms of the model and how it is implemented. These changes are
covered in length within the module’s chapter. [114]

• SeqGAN - due to the nature of traditional GANs inability to function when
given a discrete learning space, SeqGAN will be implemented to fill this space
for NLP use cases. Modifications to this package concern how the loss and
gradient are managed, improvements to pretraining and optimisation to Seq-
GAN’s implementation within the PyTorch infrastructure. [110]

• TrAdaBoost - A package initially designed to boost ’diff-distribution’ data from
the source domain and include it in the target data set in order to produce a
larger, more diverse data set. Modifications were made to this code base to use
it as a retraining method, in a post-domain adaptation context and updating
to be compatible with the new PyTorch infrastructure.
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• FreezeOut - Initially designed to accelerate the training of layered ML models
such as MLPs and CNNs, by applying a scaled annealing learning rate to the
layers. Only the algorithmic approach was retained in this thesis body.

3.2 Hardware Setup

While precision, recall and the associated F1 Score are the primary metrics for eval-
uating model types, there are secondary considerations. Model types with higher
complexity overhead such as DenseNets may not be suitable for all platforms. Cap-
turing the training speed and memory usage of the source model creation and re-
training modules is therefore required.

In order to ensure that results are tangible across tests, the experimental setup is
conducted in a controlled environment. As GPU priority is not guaranteed and will
fluctuate throughout training, GPU CUDA (NVIDIA native) libraries are not used.
In applications where speed and resource management is measured, only CPU li-
braries will be used. GPU CUDA libraries are enabled in the domain adaptation
module experiments, where speed of convergence is not measured.

Experiments were run on a DELL PowerEdge R330 Rack Server running the
Ubuntu 18.02 OS, with Linux kernel version 4.15. Using 32 hyper-threaded Dual
X5560 Xeon Processers (2.8 GHz turbo boosted to 3.2GHz), 96GB of DDR3 800MHz
RAM. GPU resources were made avaliable for the domain adapation module. This
included 2 GTX 1080Ti’s with 3584 CUDA cores and 11GBs of GDDR5X RAM. This
setup was local, with no network overhead.

An Anaconda environment is given control of 32 CPUs locking them to the en-
vironments profile, preventing their use by any other processes. In order to avoid
power throttling by the servers load-balancer, the environment is run at admin level.
Results from these experiments cannot be used to determine the real life speed of
any of the platform’s pipelines. This is due to the overrides made to hardware and
security overheads, that are not practical for an in-production platform.
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4

Prerequisite Modules

The following chapter will cover two modules that are not included in the two-step
transductive transfer learning pipeline, but their creation and validation is impor-
tant in ensuring the validity of the pipeline. This chapter will include the require-
ments and approach of each module. As proof of their validity, included in Ap-
pendix A and B are experimental setups, results and evaluations of the modules.

4.1 Source Model Creation

4.1.1 Problem Statement

The final "ML-as-a-Service" platform could be applied in three scenarios.

1. The traditional pipeline where the domain D and Task T are equal ( DS = DT
and TS = TT ).

2. The inductive transfer learning pipeline, where the domain is equal, but the
label space (Y) is different. Requiring a new mapping (f(·)) between feature
set (X = {x1, x2, ..., xn}) to label y ∈ Y = {y1, y2, ..., yn} such that DS = DT and
TS = {YS, f(·)S} 6= TT .

3. The transductive transfer learning pipeline where the user provides a data set
to represent the target domain (DT = {XS, P (X)S}) that is similar to a data set
already held by the platform (DS). In this scenario the task similarity between
data sets in irrelevant.

While this work will only focus on the transductive transfer learning scenario,
all three scenarios would be covered by a complete "ML-as-a-Service" platform and
this module would be cruical in all 3 scenarios.

4.1.2 Requirements

The following is a set of requirements and assumptions that will ensure the valid-
ity of the source model creator module. The priority placed on each requirement will
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be applied through a MoSCoW style of requirement prioritisation, which ranks re-
quirements as ’Must, Should, Would and Could’ by order of priority.

Assumptions made by Module

• Availability: The data must be available within the platform or made available
by the user. In order to provide this, some form of a controller and database
system would need to be implemented. Implementing this would be beyond
the scope of the thesis.

• Completeness: Referring to the trade off of the ’curse of dimensionality’, all fea-
tures must be fully represented in each label, else they should not be included.

Requirements imposed on Module

• Completeness: The model produced by the module must have converged before
training has been completed.

• Optimal: The source modelMS created by the module, must be optimal Aopt
for the source domain. This optimum must be within both the context of the
platform and against other approaches Aopt = AS ≥ Aother.
• Data Agnostic: In order to meet the requirements of the whole "ML-as-a-Service"

platform, the source model must be invariant to the data input.

• Dynamic: The models produced must be layered, with each layer capable of
being dynamically adjusted.

4.1.3 Approach

Approach From Literature

Based on the readings covered in the literature review, DenseNets were selected as
this modules’ output model. DenseNets are data agnostic CNNs with so far un-
beaten results in the ImageNet competitions while also holding high benchmarks
in NLP tests. These results have been achieved by significantly reducing the van-
ishing gradient problem, allowing for strong feature propagation through the deep
learning architecture. As covered in the literature review, this is achieved by creat-
ing shortcuts for features to directly propagate from one layer’s output to all layers
of the same dense block below. Where before deep neural networks would with
each layer, progressively learn more abstract and irrelevant concepts, this shortcut
method keeps each layer in the dense block grounded and learning relevant features
[14] [115].
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FIGURE 4.1: DenseNet Layout

In the feed-forward state, the models lower layers are able to receive low and
high level feature activations. The flow of the data down the layers is as follows:

1. The input layer takes in i embedded dimensions.
2. The input layer then calculates i feature maps which are added to the original
i vector.

3. The 2nd layer therefore receives a vector of 2i features.
4. This continues on through the layers.

However, this escalating dimension space is one of the major drawbacks of using
DenseNets. Many applications can not afford to save the large amount of space re-
quired by a DenseNet using larger batch sizes. Capturing the memory requirements
(RAM) of training the model will be an equally important outcome as a speed and
precision.

Auto-Tune Wrapper

The Auto-Tune framework as described in Schultz’s thesis Optimal Control for the Au-
tomated Design of Machine Learning Models will be implemented within this module.
Results of Schultz’s thesis proved that the implementation of an auto-tuner was al-
ways necessary in any black box ML platform to create optimal models. As such,
the Auto-Tune pipeline will be implemented without testing its effectiveness. [112]
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FIGURE 4.2: AutoTune Pipeline

The Auto-Tune pipeline is powered by the HyperOpt package. This implemen-
tation of HyperOpt makes use of a PyTorch tree-structure parzen estimator, where
areas of the configuration space that produce contextually better results are more
aggressively tested. This search method significantly reduces the optimisation time
required to find an optimal model.

Modifications to base DenseNet code

The modifications to the DenseNet package used are mostly relate to its implemen-
tation in other modules. When updating to the most recent syntax for PyTorch 4.1
newer optimisers (Adam) and data collection layers were added to improve per-
formance and practicability in an experimental setup and when embedded in the
Auto-Tune wrapper. The learning rates of each layer was made dynamic, to be ad-
justable during training. To accomodate this change of learning rate on each epoch,
the old optimisation packages was switched out with PyTorch’s Adagrad optimiser.
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Which compiles after each training epoch and not at the models creation.

4.2 Pre-Processing

4.2.1 Problem Statement

Data preprocessing historically takes 5 steps:

1. Extraction: The required data typically does not sit in the platform’s folder
structure and must be accessed from local or remote repositories, typically
using APIs and manual downloads.

2. Formatting: All standard ML models require numeral vectors as inputs. Data
that’s comes from sources such as SQL databases, documents or IoT devices
will require formatting into usuable vectors.

3. Cleaning: This can include the removal of data from known bad sources, han-
dling of missing data or the obfuscation of sensitive data.

4. Sampling: Representative sampling is a pre-processing technique to reduce
large data sets into smaller sets of high-entropy. This can be effective when
prototyping ML solutions. Shuffling and stratification is also included in this
step.

5. Transformation:

• Normalisation - Data from the same set can have divergent distribu-
tions where features can have different denominations (i.e. cents and
dollars) or in image sets, using different cameras can introduce differ-
ent equipment occlusions. Normalisation assists to bring feature distri-
butions within a 0 to 1 range and remove noise, making them relative
between each other.
• Decomposition - In some cases breaking down data can make it easier

for machine learning to understand i.e. breaking down an overall active
time period into on-off periods.
• Aggregation - Bringing together individual events into a single variable

can assist in creating more meaningful data i.e. count of login attempts as
opposed to a list of log ins.

The Pre-Processing module will focus mostly on transformation. It will do this at a
manual level, as opposed to an automatic pipeline that would generally be expected
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from an "ML-as-a-Service" platform. These concessions form the basis for why these
supporting modules are not considered as a part of the true contributions this thesis
seeks to provide.

4.2.2 Requirements

The following is a set of requirements and assumptions that will ensure the validity
of the Pre-Processing module. The priority placed on each requirement will be ap-
plied through a MoSCoW style of requirement prioritisation.

Assumptions made by Module

• Integrity: The cleanliness including missing data and incorrect feature asser-
tions should be handled by the user before it is passed to this module.

• Extraction and Formatting: The form and structure of the data must be in the
form that is the expected output of the Pre-Processing module, excluding batch
creation.

• Manual: This module is not expected to be an automated solution, though im-
plementing such would be a needed extension to the "ML-as-a-Service" plat-
form.

Requirements imposed on Module

• Standardisation: The module must ensure all data that can be considered of
similar domain in the transductive translation pipeline is in the same shape
and size to be used at will by the other modules without re-transformation.

• Data Scope: Three forms of data could be considered by this platform: image
data, multivariate sets (i.e. csv with categorical or numerical features) and
lexicon data (i.e. Email bodies). This body of work and as such the module
should only consider imagery and text data sets.

• Batches: Sub-samples of equal label and entropy should be created by the mod-
ule.

• Normalised: All data should be normalised when passed on by the module.

• Stratification: Data in batches should stratified and no bias is introduced due
to the distribution of data.



4.2. Pre-Processing 45

4.2.3 Approach:

Transforming Image Data:

All 3 modules responsible for the creation of synthetic data and models have inputs
that require standardisation of the data before processing. The platform will im-
plement a rules based pre-processing pipeline that will transform and standardise
before sampling and delivery to the platforms other modules.

• Channel Size: - Greyscale images exists in a single intensity based 8 bit chan-
nel, however coloured imagerey can exist in 3 (RGB/YUV/HSL) or 4 (CMYK).
In order to ensure standardised input, all images will be converted into the
HSL colour interpretation using PyTorch’s Tensor transformation functional-
ity.
• Spatial Normalisation: - A process focusing on expanding the dynamic range

of intensity in order create deeper contrast within the images. Better contrast
in images assists in feature identification. However since this platform will use
CNNs, a rule-based normalisation layer isn’t necessary. Instead a BatchNorm
layer will be used instead. This layer which is included in the DenseNet model
implemented in this thesis, will normalise each image against the spread of
the images in the same batch.
• Shuffling: Some data sets will arrive with interpretable features to the order

the images are delivered. Example a series of screen still from a cameras. In
order to ensure randomisation and prevent over fitting the data sets will be
shuffled within their labels using PyTorch’s Tensor transformation functional-
ity.
• Stratification: The batches used to train models will need to ensure that an

even split of classes are available in each batch run. This is done to ensure
the model is not bias towards any one class. Stratification will be done during
shuffling.

Transforming Text Data:

NLP requires pre-processing in order to convert document paragraphs into numeral
vectors, while still retaining the semantic relevance between words and phrases.
Language artefacts such as idioms and slang can significantly confuse the intent
of a phrase, a problem humans have as well when communicating. A complete
NLP solution that includes vectorisation would typically follow 3 steps; tokenisa-
tion, normalisation and lemmatisation. The Doc2Vec package will be implemented
to take responsibility for this component.



46 4. Prerequisite Modules

The Doc2Vec package will reduce documents (in this case sentences) into vec-
tors. In training, a vector ’W’ for each word and a vector ’D’ for each document is
produced. When used as the preprocessing layer, documents can then be evaluated
for their cosine closeness to the documents and words already known by the pre-
processor.

This platform will use a distributed memory model form of Doc2Vec. This is
a higher fidelity approach that takes in both the document vector and a window
around each word to produce a set sized vector [113]. Noise in the form of fake
words is introduced in order to prevent over-fitting. The size of the vectors will be
set at 100, however for larger data sets such as reports this would in future need to
be scaled. The vectors are passed along into other ML models which learn to predict
sentiment.

FIGURE 4.3: Doc2Vec Pipeline

When new data is introduced into the platform i.e. target data, the Doc2Vec can
only make an approximation of the vector. This package is still in some develop-
ment and how to expand the known vector space incrementally is still debated. For
this platform Doc2Vec makes an approximation of the input.
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Pipeline Modules

This chapter will cover the purpose, context, algorithmic and software implementa-
tion for each module in the pipeline. In some modules, multiple approaches were
evaluated, however only the final implemented approach will be discussed. An al-
ternate approaches to the retraining module is included in the appendix.

5.1 Domain Adaptation

5.1.1 Problem Statement

A domain adaptation approach to transductive transfer learning seeks to address
the dissonance between domains through the creation of a new data set that sits
within the target domain. This is accomplished by transforming these larger data
sets in near but not adequate domains, large amounts of synthetic target data can be
created. Due to a precondition of machine learning, larger data sets are able to teach
models a more robust representation of the domain.

GANs which were selected to fulfil this problem statement come with their own
limitations. The most significant problem introduced, is the inability to operate in a
non-continuous data space (i.e. Text Data). The loss generated by the discriminator
can not be passed back down to the generator. As the generator is producing, non-
real valued data and can’t then pass down a different data type in back propagation.
Because of this, two approaches will be developed that are specific to continuous
and discrete problem sets.

5.1.2 Requirements

The following is a set of requirements and assumptions that will ensure the va-
lidity of the Domain Adaptation module. These requirements extend over both the



48 5. Pipeline Modules

continuous and discrete approaches and are sourced from the higher requirements
imposed on platform as a whole. The priority placed on each requirement will be
applied through a MoSCoW style of requirement prioritisation.

Assumptions made by Module

• Conformity: Both the source and target data set, must have the same shape and
size. Normalisation within and between the data sets should exist to ensure
performance.

• Representative: The target data must supply a complete representation of the
target domain.

• Equivalence: The source and target data set must have the same feature space
(i.e. image to image). The similarity of the distribution will affect the speed of
convergence and final validity of the synthetic data. (DS ∼ DT ).

Requirements imposed on Module

• Erudite: GANs must learn the target domain, and not just learn to copy the
target data. Making them able to produce new synthetic data in the target
domain, and not copies of the already available data.

• Optimal: The target domain must be a significant subset of the synthetic do-
main after the GAN converges.

• Completeness: The GAN must have reached convergence in training before syn-
thetic data is passed along the pipeline.

5.1.3 Approach - Continuous Data

The research community has produced a large amount of papers providing to im-
provements atop the traditional GAN architecture that was covered in the literature
review. As a starting point, this paper would take significant note of Bousmalis’
et al. work in Unsupervised Pixel–Level Domain Adaptation with Generative Adversarial
Networks [114]. The core components of this approach centres around building a loss
function based on the pixel-by-pixel dissonance between the synthetic data and the
target date. Typically in the continuous domain, these loss functions are built based
on the image as a whole.
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FIGURE 5.1: The traditional GAN learning pipeline.

The field of study that GANs exists in sees cited improvements released almost
monthly and Bousmalis’s approach is now over three years old. The following
changes were made incrementally and retained after a basic MNIST to MNISTM
(covered in subsequent chapters) test did not see a depreciation in performance.
All these improvements come from peer reviewed papers, alluding to their validity
across all applications.

• All inputs are made between -1 and 1. Then a tanh layer is used in the last
layer of the generator. [108]
• A maximum log loss function is used, as opposed to a minimum log loss func-

tion to reduce the vanishing gradient effect early on. [108]
• BatchNorm is used, where all synthetic data or all real samples from the batches

is bundled together to the discriminator. [116]
• Does not use sparse gradients, in place of layers such as ReLU, LeakyReLU

layers are used instead. [117]
• An ADAM optimiser is used. [116]
• Decay noise vector during training. [118]

With these alterations in place, the following models were built. It’s important
to note at this point that in terms of the pipeline and model’s individual layers, little
beside the use of a residual block and the overall structure remained of Bousmalis’s
work [114].
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FIGURE 5.2: Modified pixel-wise Generator.

FIGURE 5.3: Modified pixel-wise Discriminator.

As with most machine learning models, the loss that the discriminator gener-
ates and passed back back to the generator takes the form of an optimisation func-
tion. The loss here however is calculated as a masked pairwise mean squared error
(PMSE) of the pixels and not the mean different of the images as a whole.
For a binary masked m, the PMSE is:

LD(G) = Exs,z[
1

k
||(xs −G(xs, z; θG)) ◦m||22 −

1

k2
((xs −G(xs, z; θG)Tm)2] (5.1)

The above states, that the loss of the discriminator is for any number of pixels k of
input x, the mean difference L2 of the surrounding pixels ’||22’ between the synthetic
and target images. This approach focuses on the shape and form, before it considers
colour and intensity.
This pixel level approach yields the following advantages:

• Task Invariant Architecture: Conventional domain adaptation solutions re-
quire that the task model (the final classifier provided by the platform to the
user) embedded within the feature representation transfer layers. This ap-
proach will provide a pipeline that will allow for the substitution of different
task models.
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• Label Space Semi-Invaraince: The GAN learns the form and pose within the
image, aspects that are not entirely bound by the label space. As multiple
aspects can be inclusive across multiple labels. This allows for a slight label
imbalance, as long as the disadvantaged labels are similar to a more defined
label space.

• Inferred Learning: The GAN built in this approach does not learn how to
convert the source data into target data, instead it learns the transformation
between the source and target domain. This is especially important in a con-
tinuous learning space where new source data can be introduced to update the
target model.

5.1.4 Approach - Discrete Data

A constraint on the previous GAN and other conventional GANs, that prevents their
implementation as generic solutions for all data types, is that the data must exist in
a continuous numerical space. GANs are not able to generate the required gradient
from loss in discrete space. This is a problem when considering the NLP problem
space.

As discussed in the prepossessing module, the GAN will be receiving a numer-
ical data set. However, as a word only exists for a single coordinate within this
real value space, all non-word coordinates are empty space (typically received as
"<PAD>"). The traditional GAN approach can still operate in this space, albeit with
negligible success. As the space between valid coordinates is so large that no gradi-
ent can be successfully formed. An approach of inflating coordinates into CI spaces
was tested and found to be unsuccessful. As unique words with a large distance
from others were given much larger CI spaces, over-biasing the model’s training to-
wards them.

Instead a three tiered GAN, that uses a policy gradient to travel loss back down
to the generator from discriminator was implemented. Policy gradients make a real-
valued estimation of the loss, bridging the gaps in the discrete space and thus em-
ulating a continuous data space to work in. The approach implemented is heavily
based on the SeqGAN package as described in the paper from Yu et al. SeqGAN:
Sequence Generative Adversarial Nets with Policy Gradient [110]. Improvements have
been made on the model, but its core framework remains the same.



52 5. Pipeline Modules

FIGURE 5.4: SeqGAN model

Given a list of real world sequences, the generative model Gθ will produce its
own set of of sequences YT = (y1, ..., yt, ..., yT ), yt ∈ Y where Y is the known vocabu-
lary (Y = YS +YT ). This generation process is based on the "encoder-decoder" setup
as discussed in the literature review. For a given time-step t, a state st is produced
by the generator through an implementation of the REINFORCE algorithm, a set of
the next likely states st+1 from the previous state.

QGθ
Dφ

(s = Y1:t−1, a = yt) =

 1
N

∑N
n=1Dφ(Y n

1:T ), Y n
1:T ∈MCGβ(Y1:T ;N) t < T

Dφ(Y1:T ) t = T
(5.2)

QGθ
Dφ

(s0, y1) is an action-value function used to describe the the reward from tak-
ing action a from starting state s.

A Monte-Carlo search on all possible states as created by the generator is con-
ducted and passed to the discriminator.

{Y 1
1:T , ..., Y

N
1:T} = MCGβ(Y1:t;N) (5.3)

Where Y i
1:T is sampled at each state. After each state is searched and passed to

the discriminator, its appropriateness is evaluated to an optimisation function.

minφ is EY Pdata[logDφ(Y )] is EY Gθ [log(1−Dφ(Y ))] (5.4)

After each state is passed through the discriminator and a reward is built, a pol-
icy gradient is then built from the losses. This gradient is travelled back down to the
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generator and used to train it.

δJ(θ) = E[RT |s0, θ] =
X∑

y1∈Y

Gθ(y1|s0) ·QGθ
Dφ

(s0, y1) (5.5)

The maths of the SeqGAN has not been modified beyond the implementation
of a tanh layer in the discriminator as opposed to this models log softmin layer.
This tanh layer follows the same rationale as the pixel-wise GAN, in order to se-
lect the "best-of" as opposed to remove the "worst-of" [108]. However in order to
promote parallel processing and implementation in a GPU CUDA environment, the
REINFORCE algorithm and MC search was altered to run per state as opposed to
iteratively along each possible branch before being collected at the end. This im-
provement theoretically should’ve reduced the processing time by T T . However,
only a 20% reduction was observed, indicating a significant overhead that had not
been addressed.

Algorithm 1 Sequence Generative Adversarial Nets
INPUT: generator policy Gθ; roll-out policy Gβ ; discriminator Dφ; a sequence data
set S = X1:T

Initialise Gθ, Dφ with random weights θ, φ.
Pre-train Gθ using MLE on S
β ←→ θ
Generate negative samples using Gθ for training Dφ

Pre-train Dφ via minimising the cross entropy
repeat

for i in g-steps do
Generate a sequence Y1:T = (y1, ..., yT ) Gθ

for t in 1 : T do
Compute Q(a = yt s = Y1:t-1)

end for
Update generator parameters via policy gradient

end for
for j in d-steps do

Use current Gθ to generate negative examples and combine with given posi-
tive examples S
Train discriminator Dφ for k epochs

end for
β ←− θ

until SeqGAN converges

The pretraining of the algorithm was also an area of improvement. The initial
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implementation of the SeqGAN used a naive MLE solution to train both the gen-
erator and discriminator. This was modified to include the policy reward gradient
from the discriminator to act as an mitigating element, that when the discriminator
loss began to significantly decrease, the pre-training was halted. This was done in
order to prevent the same over-training problem identified in the initial paper that
was not addressed [110].

5.2 Retrainer

5.2.1 Problem Statement:

In this half of the two-step pipeline, with the domain adaptation module having suc-
cessfully created a sizeable representation of the target domain, the retrainer mod-
ule will create models for this new domain by retraining models previous trained
on the source domain. This process of retraining is based upon how ML models
(especially CNN models) store their knowledge on a layer by layer basis of different
abstractions. The lower layers of models trained on similar domains will share a
lot in common as they are have to learn almost identical features and as the layers
go higher and the features become more abstract it is these layers that need to be
retrained.

Then, by the same principles of dropout and jittering, a model that is trained
on the source domain and then retrained for the target domain will have a larger
domain of knowledge, having retained some of the knowledge from the source do-
main, but now being fully trained for the target domain. This will mean that valida-
tion and real world target data, that was not caught in the initial training, will likely
still be caught by this more robust model that has been built.
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FIGURE 5.5: Area of knowledge of source, target and retrained models.

While not applicable to this pipeline, this retrainer module is also capable of act-
ing as a solution to the inductive transfer learning problem. This is still relevant
to the transductive transfer learning pipeline. As while the inductive problem is
concerned about the capturing of task relevant data when retraining, the transduc-
tive problem is concerned about capturing both domain and task relevant data. A
solution that is able to capture both types of data will have a better outcome.

5.2.2 Requirements

The following is a set of requirements and assumptions that will ensure the validity
of the Retrainer module. The priority placed on each requirement will be applied
through a MoSCoW style of requirement prioritisation.

Assumptions made by Module

• Pretrained: The source models passed to this module must have previously
been trained to convergence in the source domain.

• Equivalence: The effectiveness of retraining will be correlated to the divergence
of the source and target domain. As such the domains of the two data sets
should not be excessively different.

• Ratified: The synthetic data passed to the module, should be a close represen-
tation of the target domain.
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Requirements imposed on Module

• Optimal: The final model produced by this module must have reached conver-
gence.

• Extension: The total domain knowledge of the final retrained module, should
be greater or equal to the domain knowledge of a from-scratch trained model.

• Speed: As a hallmark of positive transfer learning, the retraining process should
be faster than a from-scratch approach.

5.2.3 Approach:

There are two core approaches to retraining models in the transductive transfer
learning context. Either a data boosting or model augmentation process is con-
ducted.

Data Boosting - TrAdaBoost

Data boosting involves reweighting the data set to prioritise data that positively
improves the knowledge of the domain, and reduce data that is negative and such
is likely noise. A data boosting approach known as TrAdaBoost was explored as the
first option for this module [119]. The original purpose of TrAdaBoost was to train the
model on data from multiple data sets, but only using data that is within the same
domain as that of the target data. This allows the training process to focus on high
entropy data for the target task and domain. Data level approaches are also agnostic
to the model type. Which in the context of the platform’s generic pipelines, enables
model types to be swapped out without effecting the performance of the transfer
learning pipelines. A full account of the implementation, experimental setup and
results for this approach can be found in Appenedix C. To summarise, the exper-
iments discovered a key issue with this approach that was exasperated when the
source and target domain were too alike. The original TrAdaBoost paper tested on
diverging data sets that did not start with a spread that was closely related. Because
of this a model augmentation approach was instead favoured.

Model Augmentation - FreezeOut

Model augmentation involves changing elements of the model in order to produce
a better outcome. The hyper-parameter auto-tuner pipeline contained within the
Source Model Creator module is a model augmentation approach to hyper-parameter
tuning. Here the FreezeOut algorithm was used [120]. Initially designed to quickly
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train models without significant decreasing that model’s accuracy. It was instead
altered for to become apart of a transfer learning approach.

In a layered ML model, the lower layers learn predominately domain invariant
features. These layers can capture both domain and task relevant features that are
common between different data sets. By ’freezing’ these layers early in the training
cycle, the model retains knowledge that is relevant for the both the new target do-
main and old source domain. Features that are highly abstract and specific to the
source domain are found in the higher layers. FreezeOut leaves these layers longer
in the training space, allowing them to be retrained using the target domain data.
This model augmentation process, is not agnostic to the model type. However, in
the context of this platform where all models will be DenseNets, this is acceptable.

The only component taken from the original FreezeOut package was the anneal-
ing equation iterated within each layer at the beginning of every epoch.

Equation 5.6 Annealing Learning Rate - Scaled and Cubic

αi(t) = 0.5 ∗ αi(0)(1 + cos(πt/ti(cubed))) (5.6)

αi(0) = α/ti is the initial learning rate of each layer (i), where α is the base learning
rate. In the original implementation of FreezeOut cubic scaling was performed to
ensure each layer travelled equally in the training space.

FIGURE 5.6: Scaled Cubic Learning Rate
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Algorithm 2 FreezeOut
Input: Training data set S(in the domain adaptation process it is the synthetic data
set) split into B batches of size I, the task T , a pre-trained multi-layer perceptron
and a maximum number of iterations N .

Procedure:
for t = 1,...,N do

A. Alter Learning Rate for each layer (i) by an annealing rate:

αi(t) = 0.5 ∗ αi(0)(1 + cos(πt/ti)) (5.7)

for b = 1,...,B do
for d = 1,...,S do

1. Propagate s through model.
2. Capture error e at output.
3. Back-propagate e through layers to retrain.

end for
end for

end for

Output: Retrained Model for target domain and task.

Automating the Selection of Initial Weights In order to find the best initial learn-
ing rates, an automated search of the possible hyper-parameter space, similar as to
that used in the automated selection of hyper-parameters in the Auto-Tune pipeline
is taken. Using HyperOpt with a Parzen Tree Estimator to narrow in on the best
starting learning rate for each layer.

FIGURE 5.7: Software pipeline of retrainer module using FreezeOut.
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The computation cost of FreezeOut is linked to the number of training iterations
per layer.

Equation 5.8 Computation Cost of FreezeOut

Cf =
∑

((1 + ti) × ci × nitr) (5.8)

Where: nitr is the total number of iterations and ci is the number of layers.

This approach will significantly increase the computation time of the FreezeOut
module and the overall computation cost needs to be limited to a reasonable level.
This level will be discovered experimentally, but an initial starting point of 50 times
the typical will be set as a maximum.
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6

Experimental Setup

6.1 Testing Data

There are two types of data that will be evaluated in these experiments, continuous
(images) and discrete (text). Nearly all types of data such as acoustic/wave, finan-
cial (i.e. stock reports), or natural (i.e. genomes) sit within these two categories.

6.1.1 Image Recognition

The following peer-reviewed data sets are commonly used in the machine learning
field to rate the advancements made by new model variations, hardware acceler-
ators and augmentation methods. The following data sets will be used in object
detection problems.

MNIST

MNIST was formed from the combination of two data sets NIST1 and NIST3. The
MNIST data set is a basic set of 70,000 images of handwritten numbers (60,000 train-
ing, 10,000 testing). These are simple greyscale images with distinct foreground and
background.
Avaliable at: http://yann.lecun.com/exdb/mnist/

FIGURE 6.1: The MNIST data set
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MNISTM

MNIST-M contains 9000 coloured hand-written digits on coloured textured back-
grounds. Data sets of these nature are typically larger than 9000 (i.e. MNIST is
70,000 and has lower channel complexity). The high variance and low amount of
the data will be useful for testing the bias of the models and approaches used in
these experiments.
Available at: http://users.itk.ppke.hu/ horan/mnistm/

FIGURE 6.2: The MNISTM data set

CIFAR10/100

A collection of 60,000 32x32 images split into 10 classes, representing 10 common
objects: airplanes, cars, birds, cats, deer, dogs, frogs, horses, ships, and trucks. The
low resolution nature of the images makes it useful in the development phase of
machine learning.
Avaliable at: https://www.cs.toronto.edu/ kriz/cifar.html
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FIGURE 6.3: The CIFAR-10 data set

The CIFAR-100 data set extends the CIFAR-10 data set into 100 classes. However,
the previous class size of 6000 images is reduced to 600. This problem space will be
similar to the size of the MNISTM data set, except for a more complicated problem
space.

6.1.2 Text Dataset

For lexiconic data type tests, the most important step happens before the model can
be tested. For the most part, sentiment analysis is a more complex task at the data
level than image recognition.

IMDB Movie Review Database

This data set contains 50,000 reviews (25,000 training samples, 25,000 testing sam-
ples) . The data set is split evenly into 25,000 positive reviews and 25,000 negative
reviews. An additional 50,000 unlabelled documents are also included, which can
be used to test unsupervised learning problems. Included in this data set is a pre-
created Bag of Words vectors that can be used to compare the preprocessing mod-
ules approach against a non-semantic BoW approach [121].
Available at: http://ai.stanford.edu/ amaas/data/sentiment/
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Tweets - Obama and Trump

Interestingly while Ex-Pres. Obama and current Pres. Trump have very different
political and personal attitudes, the content of both Presidents twitter feeds have
startlingly common word choice. "Action" and "Change" sentiment features equally
often (69%) in their speeches. So while their vocabulary and the tone of speech
may differ, their intent is very similar. Because of this, domain adaptation between
these two sets provides a unique opportunity for accessing the ability of the domain
adaptation module’s ability to transfer vocabulary between domains while retaining
semantic intent. [122]
Available at: https://benellerby.github.io/trump-obama-tweet-classifier/

FIGURE 6.4: Obama Vs. Trump Twitter Feed

Orcale NLL

Oracle NLL is a pre-vectorised NLP corpus that uses all possible words in the En-
glish language in contextually accurate sentences. It is essentially the largest generic
vocabulary data set that has been made. On the inverse though it is only very rarely
used and doesn’t feature in many papers beyond the domain adaptation and trans-
lation research space [110]. This is likely due to its unnatural syntax that only makes
it useful when it’s being used to convert into other more natural texts.
Available on Request.

Accenture Ticket Datasets

This is an industry thesis and to prove the relevance of this work in the industry, a
use case for the NLP problem space has been selected that uses an Accenture ticket
data set. The data set of 23832 tickets is composed of 2 major categories (Incident and
Access Request) and 32 sub categories. Only the major categories will be considered
for the major use case.
Unavailable due to sensitive nature.
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6.1.3 Common Evaluation Metrics

Bilingual Evaluation Understudy - BLEU Score

Traditionally, BLEU scores have been used as a quantitative measurement for trans-
lated texts between languages. In the NLP context it is a reliable metric to compare
generated sentences to a reference sentence. In domain adaptation this reference
sentence is the target domain the GAN seeks to emulate.

BLEU scores are evaluated by comparing n-grams (windows) in the synthetic
data set against the reference target data set. Since this platform is using a vector
representation for sentences, the cosine closeness of word vectors is used as a metric
to evaluate the closeness of the sentences. The BLEU score is a rating from 0 to 1
for average of the closeness of the n-grams. The standard size for n-grams for larger
bodies of work such as speeches is 4-6, for shorter pieces such as ticket headers it’s
2-4.

This platform will use the Python Natural Learning Toolkit (NLTK) to calculate
the BLEU scores. The corpus compoenent of NLTK will be used, which allows for
a single sentence (the synthetically generated sentence) to be compared against a
reference list of sentences (the target data set).

MNIST to MNISTM

The MNIST to MNISTM domain adaptation test has been become an unofficial, yet
often used evaluation for domain adaptation approaches. Its popularity has sprung
from a significant need for a ’clinical’-like test that includes both the complexities
associated with images in domain adaptation, while still having the flexibility to al-
low for each DA problem to be addressed. The current holder of this benchmark
belongs to the authors of pixelDA Bousmalis et al. [114] at 98.2% accuracy.

6.2 Experiments

A series of experiments were conducted that ensured the validity, accuracy and re-
liability of the approach undertaken for each module. In the case of the Retrainer
module where a second data-level approach was taken, those results can be found
in the appendix.
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Only experiments from the pipeline modules are detailed here. The non-novel,
but still important results that are gathered by evaluating the Source Model Creator
and Pre-Processing modules are available in the appendix.

6.2.1 Domain Adaptation with Continuous Data: Pixel-Wise GAN

MNIST to MNISTM Benchmark

For this experiment, a MNIST to MNISTM domain adaptation problem will be con-
ducted. Here the 70,000 MNIST data set will be passed to the GAN as the source
data, the 9,000 MNIST-M will be passed as the target data. For this experiment an
addition will be made to the typical domain adaptation pipeline. A discriminator
which has been pre-trained on the whole target data set will be used to evaluate the
synthetic data and give it a "confidence score". This discriminator will be referred
as the "task model".

The MNIST-M data set will be split into a set of 9000,2000,500 and 200 image
samples, with an even split in each label. The preprocessing will produce stratified
batches of 20 images (in the 200 image sample set this will correspond to 2 of each
label in a batch of 10 batches). The below test will be run for each given set.

1. Pre-train the discriminator to create the task model.
2. Adversarially train the GAN using the sampled source and target data set.
3. At each epoch, pass the synthetic data to the task model to produce a confi-

dence score.
4. Also capture the loss from the generator and discriminator at the end of each

epoch.
5. Halt once the GAN reaches convergence, as indicated by low momentum of

change from the results of the task model.

The above test is repeated 10 times to gauge the maximum, minimum, average
accuracy and average batches til convergence of the GAN to produce at each target
data set amount.

Validity of Synthetic Results

A second test ensures that the generator is learning to emulate the domain, and not
just copy the data. To do this, each synthetic image produced by the generator after
it reaches convergence is then mapped against every image of the target domain.

1. Map the synthetic data against the target data.
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2. Perform an L2 nearest neighbours calculation
3. Qualitatively review a random set of synthetic images against their nearest

neighbour in the target data set from the same label.
4. Quantitatively review by checking the standard deviate of the two data sets

6.3 Domain Adaptation with Discrete Data: SeqGANs

Oracle NLL dataset

This test using the Orcale NLL data set was in the original implementation of Seq-
GAN. Repeating this test and making comparisons to the original, is a strong eval-
uation that both implementation of the core SeqGAN model and the improvements
made are valid and optimal.

1. Pretrain Generator and Discriminator on Oracle NLL data set (Vectors).
2. Adversarialy train generator using discriminator.
3. Capture and ensure the loss of the generator decreases throughout and does

not undergo mode collapse during adversarial training.

BLEU scores for Obama Sentence Generation

This test requires the modified SeqGAN to create Obama’s sentence structure and
vocabulary using Trump’s own as a domain reference. The synthetic sentences’s
difference from the target domain is measured with a BLEU Score. 2,3 4 n-gram
BLEUs will be captured.

1. Vectorise the sentences using Doc2Vec from preprocessing module.
2. Using Obama’s sentences as the reference data set, train the SeqGAN to trans-

form Trump’s tweets (sans url and tweet specific language).
3. At the start and after each epoch perform a validation run. By getting the

BLEU score of the synthetic data.

Next the validity of the output data must be accessed, ensuring that the GAN is
learning, but not copying the target data. This is achieved by taking a Monte-Carlo
statistical approach and repeating the experiment a thousand times. The frequency
of the Obama’s most popular 100 words in the target data set is measured against
the synthetic data set.
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6.4 Retrainer: FreezeOut

This module is to be implemented in the transductive transfer learning pipeline.
However, early in development it was noted that the retrainer module could also
be applied to the inductive transfer learning scenario (DS = DT , TS 6= TT ). Testing
the inductive transfer learning capability of the retrainer will not only highlight a
possible extension of the platform’s uses, but also access the ability of the platform
to retain task specific data. As specified in the previous chapter, this is important as
even in the transductive transfer learning pipeline, retaining task specific data will
lead to higher accuracy models.

The results of concern in these tests are the 3 hallmarks of positive transfer learn-
ing: higher start, higher convergence and quicker training in comparison to an
equivalent from-scratch model. Speed is also of concern, as FreezeOut should be
expected to reduced at maximum the training time by 22% as per the original im-
plementation [120].

6.4.1 Retaining Task Relevant Features: MNIST on Different Tasks

This test will evaluate the inductive transfer learning ability of the FreezeOut algo-
rithm. This experiment will access the ability for FreezeOut to capture task specific
data, and how much that is affected by the scaling of the initial learning rates. Ac-
cessing this is important to understanding if the HyperOpt wrapper is necessary.

1. Train a model on the MNIST data set for the multi-class task of classifying each
number using the Auto-Tune module.

2. Replace the output layer of the model with two nodes, and using FreezeOut
retrain the model for the task of identifying 0’s.

3. Perform the same test using different initial learning rates.
4. Train another from scratch model on the MNIST data set for identifying 0’s.
5. Repeat the above tests for a multi-class task using numbers grouped in sets

({0, 1, 2}, {3, 4, 5, 6}, {7, 8, 9}).
6. Capture precision of the FreezeOut model against the baseline models and the

speed boost from using FreezeOut vs. from scratch.
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6.4.2 Retaining Domain Relevant Features: Synthetic MNIST-M to

True MNIST-M

This test will evaluate the ability of the FreezeOut algorithm to retain the features
of the source trained model that are relevant to the domain of both data sets. As
with the previous experiment the affect scaling has on the training process for this
context will be investigated as well.

In order to ensure the results of this experiment are independent of the quality
from the synthetic data set, three data sets are used.

1. 100% Target Data: A representation of the best domain adaptation outcome
using the MNIST-M data set (which will only be of the size 9000.

2. 0% Target Data: A representation of the worst domain adaptation outcome
using the MNIST data set.

3. ’High Confidence’ Synthetic Data: using data that is the best produced by the
domain adaptation module, that has > 95% confidence score.

By testing with all three data sets it is possible to confirm the best, worst and ex-
pected outcomes from the module.

FIGURE 6.5: Data sets (top: ’Nil-Confidence Synthetic Data (MNIST
Data)’, middle: ’High Confidence Synthetic Data’ bottom: ’Perfect Syn-

thetic Data (MNIST-M Data)’)

The following experiment will be undertaken:

1. Train a model on the MNIST data set for the multi-class task of classifying each
number using the Source Model Creator module.

2. Using FreezeOut, retrain the model on the three synthetic data sets (MNIST,
MNISTM and true synthetic). Repeat this for different initial learning rates.

3. Train from scratch comparative models using the full MNISTM data set, a
smaller limited MNISTM data set and the true synthetic data set.

4. Compare the precision, training time and initial accuracy of all the models.
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7

Results and Evaluation of the Modules

7.1 Pixel-Wise Generative Adversarial Network

7.1.1 Results

Evaluating GAN for different target data amounts

With the batch size set initially to 20 images the below results were captured:

FIGURE 7.1: Target model’s confidence score (%) of synthetic data us-
ing a batch size of 20 images.
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Based on these results, the batch size was increased to 100 images, which signif-
icantly improved the accuracy task classifier on the synthetic images.

FIGURE 7.2: Target model’s confidence score (%) of synthetic data us-
ing a batch size of 100 images.

The GAN’s qualitative performance can be observed as it trains by taking a sam-
ple from the generator.

FIGURE 7.3: Synthetic Data produced during training.

Conducting the same experiment 10 separate times produced the below results:
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TABLE 7.1: GANs effectiveness at different Target Data Sizes

Target Max. Min. Avg. Avg. Batches
Data Size Accuracy (%) Accuracy (%) Accuracy (%) til Convergence

8000 96.89 95.20 96.72 2,100
2000 94.22 81.13 88.58 2,100
500 91.89 80.01 82.77 2,100
200 90 (Peak) 55 (Trough) N/A DNC

When testing with 500 images, 2 tests did not converge and were not added to
the above metrics, but the failure to do is noted. In the case of 200 images all tests
did not converge.

An important outcome was the ability for the GAN to transform source 1’s to
the target domain when it was written in the ’serif’ form (with a horizontal line at
the base). There are only 2 serif ones in the target data set when 2000 images were
available, but 203 (out of 8000) available in the MNIST data set.

FIGURE 7.4: GANs ability to learn ’serif’ ones from 3 target im-
age examples (Left: Source MNIST, Middle: Synthetic, Right: Target

MNISTM)

Ensuring GAN is Learning and not Copying

The second half of these results focuses on ensuring that the generator produces
data in the target domain, but does not simply replicate said target data. The test
measured the mean distance and std. deviation between synthetic images and the
nearest target image of same label.

TABLE 7.2: Distance between Synthetic and Target Data

Mean Distance Standard Deviation
0.49 0.86

A qualitative review was conducted by using the euclidean distance to select the
closest synthetic image to a target image from each label.
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FIGURE 7.5: Comparison of synthetic media against most similar tar-
get image

7.1.2 Evaluation

The above results were in part, unaccounted for in the initial hypothesises. The
GAN, as expected, could produce a high confidence synthetic data set when pro-
vided the maximum amount of target data. Unexpectedly however, when given
less data the mean accuracy of the synthetic data did not significantly diminish. In-
stead the ability to converge was strained. Of significant note, is that until only 20
images of each label was provided, did convergence appear to be significantly trou-
bled. This will mean that even when given severely limited resources, the GAN will
not undergo mode collapse and will still produce a synthetic data set that can emu-
late to some significant degree the target domain.

Evaluating the Improvements

The MNIST to MNISTM domain ratification test is, as elaborated previously, a stan-
dard benchmark to evaluate transductive transfer learning approaches. The exten-
sions on top of the strong initial pixel-wise approach have shown themselves to be
worthwhile.

The pixel-wise approach in Bousmalis et al. [114] initial paper did not cover
the effect of a reduced representation of the target domain. As such, it is unknown
how much the improvements made to this pixel-wise approach, affected the ability
to converge. However, the use of a curved gradient distribution and the alteration
made to the softmax and ReLU layers to reduce the vanishing gradient problem are
known to positively contribute to the speed, stability and final height of conver-
gence.
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From 3 Serif Ones to 203

The results from the MNIST to MNISTM transfer using 2000 images contained a
suprising outcome. Within the 2000 images, was 3 one’s that were written using a
horizontal line at the bottom. Due to the small amount of these one’s in the target
data set, its probable that a classifier in the traditional pipeline would fail to learn
their association with ones. However, the MNIST data set contains 203 of these.
With the ability to transfer these 203 differently shaped ones, using only 3 target im-
ages as a reference, the GAN again highlights its amazing ability to create enough
synthetic data to handle a user whose unable to provide much data in the target
domain.

Ensuring the GAN is Learning

The second tests showed that the generator was not copying the target data, but in-
stead learning the domain wholly. Indicating that if this platform was extended to
incorporate a continuous learning module, then new source data would be success-
fully transferred into the target domain producing unique synthetic data.

These tests still leave questions on how the GAN will perform when the fore-
ground and background begin to blend, which is the case in most real world object
recognition problems. This will be covered in the major use case during system
implementation. The components of this approach that will assist with crowded
images, have been so far underutilised. Techniques for random cropping and chan-
nel switching should be explored to further improve on these results.

7.2 SeqGAN

7.2.1 Results

Oracle NLL Tests

Testing using the Oracle NLL data set showed a successful implementation of the
SeqGAN and it’s alterations. The modifications made to the initial SeqGAN approach
were evidently effective in improving the generator during pretraining, however
the loss from the generator did not overtly decrease as expected once the model was
being adversarialy trained and capped out at a loss of ≈ 11.
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FIGURE 7.6: Oracle NLL error during pretraining and adversarial
training.

Obama Sentence Creation

The results for the second tests in the production of tweets on the other hand were
troublesome. When provided both a large and small target data set, the learning
curve captured by sampling of the discriminator loss was near flat.

FIGURE 7.7: Loss from discriminator while training.

These losses were contradictory to a qualitative review which saw that the data
produced by the SeqGAN was well inline with what would be expected of Obama’s
sentences.
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TABLE 7.3: Conversion between Trump to Obama Speeches

Source Data - Trump Synthetic Data - Obama
you are a liar and you have
lied to the press

despite big stories our era
serious journalists find
themselves often without

you don’t get to decide, I
get to decide, I make the
rules

stuck with choice between
cuts our bottom line and
what believe

keep me away from china rather keeping away his at-
titude

The BLEU score of the synthetic data against target data across widening n-
grams was very high:

TABLE 7.4: BLEU score comparison

Size n-gram Score
8000 2 75.2
8000 3 72.6
8000 4 61.3
500 2 53.6
500 3 43.1
500 4 36.9

The following results evaluate the frequency of the Obama’s top 100 words and
common phrases in the target and synthetic data highlighting how close the two
data sets were. There was a strong indication of a Gaussian distribution centred at
close to zero words difference.
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FIGURE 7.8: Monte Carlo approximation of the distribution of 100
unique words in synthetic data against target data set.

7.2.2 Evaluation

From the success of the initial tests using the Oracle NLL data set, used to prove
the effectiveness of SeqGAN in its original implementation, this paper confirms that
SeqGAN has been implemented correctly and the additions made to it did provide
a modicum of improvement. These improvements were seen in the pretraining,
but did not appear to carry over to the adversarial training. The initial hypothesis
believed that any improvement would of been seen in both the pretraining and ad-
versarial training.

This failure in the generator could be attributed to over-training of the discrim-
inator. However, this would be observed as a severe drop into a flat line conver-
gence, not a short drop into a slight slope. As the initial paper associated to SeqGAN
reaches a similar convergence, it is likely that this is the limit for SeqGAN on this
problem.

These results have however highlighted a significant issue with SeqGANs and
any other domain adaptation approach in the NLP space. The SeqGAN implemented
here, retested and revaluated, did not learn the target domain. Instead it suffered
from mode collapse almost immediately and learnt to copy the target data instead
of learning the domain. This is observed by the almost identical distribution of the
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frequency of unique words in the target and synthetic data and the flat line in the
generator loss.

Further exploration of this problem yielded a significant problem. GANs are
explicitly designed to learn the representation of the target domain they are given.
Despite the large amount of data in the full representation of Obama’s sentences, it
is not as diverse as expected. There are currently 115,000 ’true’ words in the English
dictionary (not obsolete or derivatives) and Obama in a set of 38,000 sentences only
used 2150 unique ’true’ words. This is also doesn’t include his common phrases,
speech patterns and preferences.

Due to this very small representative space, it appears that SeqGANs may strug-
gle to learn the translation between domains in the NLP space. There has been
little work in this area, and GANs have only been applied in works with little cit-
ing. However the main use case will still need to be tested, due to fundamental
differences between the nature of support tickets and speeches from one person.
Vocabulary and phrasing should be more diverse, in a data set where each sentence
comes from a different person.

7.2.3 Conclusion

Vocabulary and repetitive use of the same phrase appeared to significantly reduce
the ability of the SeqGAN to learn the target domain. However, unlike other GAN
approaches this appeared to take the from of it simply copying target phrases, not
just a single phrase. This is likely due to the "encoder-decoder" structure of the
generator. This module test will mean that during the major use case, particular
care will need to be taken on observing how variance in the data set affects the
SeqGANs performance.

7.3 FreezeOut

7.3.1 Results

Inductive Transfer Learning using MNIST:

The first inductive transfer learning test compares FreezeOut’s retraining of a MNIST
model against a model trained from scratch for a simple binary task, evaluating 0’s
in the MNIST data set. In this experiment FreezeOut outperformed scratch trained
models with a significantly higher initial rate of learning while still retaining the
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same final precision. The retrained models also showed less fluctation in learning
then the scratch trained model.

FIGURE 7.9: Using FreezeOut for retraining a MNIST domain model
for a binary task of identifying 0’s in MNIST data set

The second inductive test evaluates a more complex application. Where sets
of numbers are grouped together. In this experiment FreezeOut’s performance was
minimally better than the from scratch trained model. Reaching convergence just
before the from scratch model. The results show a higher accuracy from the Freeze-
Out models.
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FIGURE 7.10: Experiment evaluating FreezeOut inductive transfer
learning ability in retraining a MNIST domain model for a multi-class

task of evaluating sets of numbers in the MNIST data set.

Transductive Transfer Learning in the MNIST-M Domain:

With the MNIST source model secured from the Source Model Creator module, the
first set of tests produced precision results for the retraining of the MNIST source
model using MNIST-M synthetic data. This test was used across 3 ’synthetic’ data
sets: A nil-confidence set that was made from MNIST images, a high confidence
set made from synthetic data produced by the domain adaptation module with a
confidence of 98% and a ’perfect’ set that is composed of purely MNIST-M images.
The results captured the same test run using a model trained from scratch as well
as MNIST models retrained using FreezeOut. Scaling was evaluated in all 3 experi-
ments.

Due to the overall high performance captured in the above tests for both scaled
and unscalled FreezeOut implementations. The necessity of using HyperOpt was
reevaluated. The experiment using the high confidence synthetic data was repeated
8 times testing different starting scales.
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(A) Nil Confidence Synthetic Data

(B) High Confidence Synthetic Data

(C) Perfect Confidence Synthetic Data

FIGURE 7.11: FreezeOut training and validation using different grades
of synthetic data
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FIGURE 7.12: FreezeOut retraining with high confidence synthetic data
using different starting scales

To compare accuracy with speed, the above tests also compared the time re-
quired to reach 90% accuracy, similar to how response time is evaluated in electrical
systems.

FIGURE 7.13: Iterations required to reach 90% accuracy using high
confidence synthetic data
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7.3.2 Evaluation

In both the inductive and transductive transfer learning applications FreezeOut showed
promising results. In both applications, it beat from-scratch training methods in
both reaching convergence and it’s final accuracy. In the MNIST to MNISTM do-
main adaptation tests, from-scratch methods achieved a 98.1%, which was the over-
shadowed by FreezeOut’s ability to produce model with 99.4%. Providing validity
for the ability of the FreezeOut approach in retaining both domain and task relevant
features.

Another positive outcome was the non-effect scaling had on the inductive trans-
fer results and a lack of scaling had positive effects on the transductive results. The
longer travel time in the training space for all layers was clearly important if new
domains needed to be completed, but not so much when task context data was eval-
uated. Likely weights in the lower parameter space play an important part when
domains are drastically altered, this was observed when poor synthetic data was
used.

A generic FreezeOut algorithm that uses unscaled learning rates appeared to be
preferable in the transfer learning application. This removes the need for the imple-
mentation of the HyperOpt wrapper in the retraining module and vastly reduces the
computational overhead.

FIGURE 7.14: Retrainer module using FreezeOut

These results confirms the initial hypothesis proposed by this platform, that by
transferring knowledge between adjacent domains or from task to task, the platform
is benefiting from the transition. Not just in increased overall performance, but in
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the observable acceleration of the initial learning rate. FreezeOut is able to demon-
strate a capacity for this transition that does not include a possible negative transfer
learning outcome.

7.3.3 Conclusion

In this experiment FreezeOut achieved in creating models with accuracies higher
than its from-scratch counterparts. This is significant when considering the current
record for the MNIST to MNISTM benchmark sits at 98.1%. When using the high-
confidence synthetic data to train a model from-scratch, an accuracy of 98.0% was
achieved. However, when using the full pipeline and making use of the retraining
model a repeatable accuracy of 99.4% was realised. This, along with the high results,
proves the ability of the FreezeOut approach in retaining both domain and task rele-
vant features.
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Integration Architecture

As specified at the beginning of this body of work, it was stated that the "ML-as-a-
Service" platform built to support and prove the validity of the ’two-step transduc-
tive transfer learning’ pipeline would be minimalist and not cover all the require-
ments of a fully deployable product. However an outcome of this thesis would be
the framework to which that product could be built atop of. Because of this, at all
times the requirements to satisfy that final platform must be satisfied by everything
that this body of work has produced. This chapter will cover the integration of all
the modules so far and the requirements that will be proved by the next two use
cases that of been satisfied in the modules so far.

8.1 "ML-as-a-Service" Platform Architecture

The proposed "ML-as-a-Service" platform has 4 key modules, inclusive of the pipeline’s
own 2 modules. Within the context of the platform these modules are:

1. Source Model Creator: Responsible for creating the DenseNet models for a
given task and data set using the source data held within some form of data
base. This module incorporates an Auto-Tune pipeline that removes the need
for hyper-parameter tuning by the user.

2. Pre-Processor: Split into 2 components, that deal with the pre-processing of
image and lexiconic data type files. This module will process both the user’s
inputted target data and the stored source data. It will conform and these
normalise the data sets so that the same model can use both data sets without
transformation.

3. Domain Adaptation: Responsible for transforming data from the source do-
main into the target domain, producing a synthetic data set. This synthetic
data set will sit within the target domain, but be of equal size to the source
data set. Two methods are used, split due to the differences of handling con-
tinuous and discrete data sources.
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4. Retrainer: Takes models previously trained using source data and retrains
them using the synthetic data set. This process allows the model to retain use-
ful knowledge of the previous domain/task giving it additional accuracy/robustness
when deployed in the target domain.

FIGURE 8.1: Platform Layout

8.2 Platform Requirements

The requirements that have been placed on each module so far are in order to satisfy
the following requirements. These requirements are imposed on this platform due
to the expectations and needs of a non-expert user of an "as-a-Service" platform.

8.2.1 Optimal

The classifier produced by the platform must be optimal in the target domain after
having fully converged. This requirement is fulfilled by each module in the plat-
form completing its role to optimal quality. The choice of DenseNets, Doc2Vec, the
current best practises for GANs and the novel implementation of the FreezeOut ap-
proach, all modules have been built as the most up-to-date solution for their specific
problem area.
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8.2.2 Data Agnostic

The platform must be able to handle all data types. While only images and text are
the focus of this thesis, the choice of model (DenseNet) and the framework of the
pipeline must allow for other multi-modal data types such as voice, music, spread-
sheets/csvs and biological data. By focusing on having the pipelines able to handle
continuous and discrete data sources this platform remains data agnostic.

8.2.3 Low Data Quality/Size

The user must be allowed to provide as poor of a representation the target domain
as possible. The size of the data set the user need provide, must be as little as re-
quired, so that the need for a large data sourcing projects are unnecessary. This
requirement is the focus of the domain adaptation layer of the pipeline which seek
to significantly reduces this bar to entry for inexperts by allowing them to make use
of similar source data sets.

8.2.4 A ’Complete’ Black Box

To satisfy the requirements for an "as-a-Service" platform used by a non-expert user,
the whole platform must be deployable in a completely closed state. There must
only be two inputs, Target Data and task. There must only be two outputs, the opti-
mal model and an associated report for the model. The final model should require
no changes to be deployed once made available to the user. The inclusion of the two
non-pipeline modules and the use of the auto-tune pipeline ensured this requirement
was met by removing all elements that required tuning from the core of the pipeline
and allowing for them to be made automated when the platform was made into a
full produce.

8.2.5 Scalable

This platform will seek to store every large data set and model it encounters or
produces, in order to satisfy the requirement of an optimum model. This platform
should make efficient use of hardware and software to remove any space and time
overhead possible. The selection of the correct machine learning framework and
other software packages plays a large role in meeting this requirement. This is met
so far by the use of modular design principles that will allow for their replacement
and update without affecting the performance of other modules.





91

9

Use Case 1: Image Recognition -
Experimental Setup and Results

9.1 Problem Statement

When equipment is changed or alterations are made to the environment between the
time period that the training data was captured and when the model was applied, it
can be expected that accuracy of those ML models will significantly decrease. This
problem and many similar to it can be summarised as a situation where the user is
unable to provide a sufficient representation of the target domain, but has access to
a large amount of data in a similar, but ultimately different domain. This use case
will evaluate an extreme occurrence of this problem.

The pipeline will be given a relatively small ImageNet data set which has been
blurred and distorted using a sepia filter. The source data set and model will come
from the larger label-matched CIFAR10 data set. The differences that exist naturally
and have been introduced artificially will mimic the aforementioned problem with
equipment and environmental differences.
This use case will capture:

• The minimum required amount of target data that is needed to provide a
’good’ approximation of the target domain for this application.
• The magnitude of dissonance between the source and target domain that can

exist for this application.
• The effectiveness of the ’two-step transductive transfer learning’ pipeline for a

complicated image recognition use case.

9.2 Hypothesis

There are two hypothesis that will be tested in this use case.
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1. That the two-step transductive transfer learning pipeline produces models
that are more accurate, then a purely domain adaptation approach when pro-
vided the same target data set. (Aopt ≈ AMSynth

> AMT
)

2. As the dissonance between the source and target data set is increased either by
reducing the size of the target set or by increasing the impact of the occlusions
i.e. blurring, the accuracy of the representation of the target domain by the
synthetic data set will decrease. However, there exists an asymptote which
the accuracy will converge to, which correlates to the minimum amount of
data needed from the target domain. Such that as |DS − DT | −→ ∞ then
Amodel −→ Amin 6= 0.

9.3 Method

9.3.1 Creating Sepia and Blurred Data Sets

First the data sets must be created using the ImageNet library and the CIFAR10 data
set. For each data set, note the total variance between images.

1. Create a subset of the ImageNet library using only the labels that match the
CIFAR10 data set.

2. Using the preprocessing module ensure the conformity between the ImageNet
subset and the CIFAR10 data sets.

3. Apply a Sepia overlay to ImageNet data set.

4. Create 3 data sets of 100%,50%,10% images per class.

5. For each data set create 3 blurred data sets of 0%, 5% and 10% blurring.

6. For all data sets record their variance as the mean squared error (valid due to
normalisation that occurs in pre-processing):

MSE =
1

n

N∑
i=1

n∑
j=1

(Rj − µRi) + (Gj − µGi) + (Bj − µBi)
3

(9.1)

After this, there will be available 9 synthetic data sets of varying size, 1 conformed
source data set of 6000 images per label and 1 target data set of between 1000-1500
of each label.
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9.3.2 Evaluating Traditional Machine Learning Pipeline

A reference point for the results of the two-step transductive TL pipeline must be es-
tablished. This is done by capturing the accuracy of the traditional machine learning
pipeline.

1. Train a DenseNet using the full source data set.

2. Classify the target data set.

3. Train a DenseNet using the full target data set.

4. Classify the target data set.

9.3.3 Evaluating the new Two-Step TTL Pipeline

Then in order to capture the effectiveness of the two-step transductive transfer learn-
ing pipeline for this image recognition use case, the follow tests are carried out.

1. Push the 9 modified ImageNet data sets through the domain adaptation mod-
ule to create 9 synthetic data sets.

2. Capture the confidence score of these synthetic representations using the model
trained on the full target data set to classify them.

3. Synthetic data will be deemed to of undergone mode collapse if the target
model does not reach a consistent accuracy or reaches a consistent, but ex-
tremely low confidence score. In these cases the output should be evaluated
by eye.

4. Retrain the CIFAR10 source model in the retrainer module on each synthetic
data set.

5. For all tests compare against:
• A model trained from scratch on the synthetic data set.
• A model trained from scratch on the target data set.
• A model retrained on the target data set.
• The accuracy of the source trained model.

9.4 Results

9.4.1 Creating the Synthetic Data Sets

After mode collapse was observed to occur frequently in these tests, for each data
set, the test was repeated 8 fold. This was done to ensure that if mode collapse
occurred, it was guaranteed. All data sets either did or didn’t experience mode
collapse, repetition did not produce different outcomes.
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TABLE 9.1: Pixel-Wise GAN’s performance in Use Case 1

Size (images) Blur (%) MSE Synthetic Confidence (Acc. %)
15096 0 0.272 78.1
7548 0 0.271 46.8
1510 0 0.215 ∼13 (MC)
15096 5 0.241 61.2
7548 5 0.178 ∼14 (MC)
1510 5 0.138 ∼12 (MC)

15096 10 0.115 ∼12 (MC)
7548 10 0.101 ∼8 (MC)
1510 10 0.092 ∼11 (MC)

9.4.2 Finding the Point of Mode Collapse

A second round of tests were conducted then to find the point where the GAN ex-
perienced mode collapse. It was found when the variance of the target data set has
been reduced to approx. 0.213 (with a variance of 0.0048 across 8 tests). This rep-
resented 22% of the total images and 3% blurring or 28% images and 4% blurring.
Blurring significantly decreased variance in the data set.

FIGURE 9.1: Confidence Tests around Point of Failure
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A comparison of the synthetic and target data sets before and after the Point of
Failure was done. However, unlike

here it was hard to notice a difference in the quantitative comparison due to the
similarities that the sepia overlay introduced into the data set.

The quantitative review selected the closest synthetic image from each label to
a target image using the MSE and euclidean distance between them. This review
provided a much better insight into the GANs performance. Despite the similarities
that the sepia overlay imposed, no direct copy of the target data was observed.

FIGURE 9.2: Qualitative comparison of synthetic data before and after
mode collapse

9.4.3 Evaluating Entire Pipeline

Based off the previous results, the 10% blurred data sets was not be included in
these tests, in its place the data found just before the point of mode collapse that
was found in the previous test was be supplemented.

The Point of Failure results are of particular interest, as they demonstrate the
best application of this use case, where the user provides as little and as poorer a
representation of the target domain as possible.
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TABLE 9.2: Performance of Two-Step Pipeline in Use Case 1

F1 Score (%) Recall (%) Precision (%)
100% Images, 0% Blur

Synthetic + Retrained 94.43 95.83 93.03
Synthetic + From-Scratch 94.01 95.51 92.61

Target Data + From-Scratch 93.78 94.28 93.18
50% Images, 0% Blur

Synthetic + Retrained 93.4 94.5 92.4
Synthetic + From-Scratch 91.95 92.65 91.65

Target Data + From-Scratch 78.33 85.93 71.93
10% Images, 0% Blur

Synthetic + Retrained 21.4 13.0 60.0
Synthetic + From-Scratch 14.3 10.0 25.0

Target Data + From-Scratch 61.55 62.55 60.65
22% Images, 3% Blur (PoF)

Synthetic + Retrained 92.43 96.83 84.83
Synthetic + From-Scratch 89.01 90.96 87.16

Target Data + From-Scratch 64.3 58.4 73.3
100% Images, 5% Blur

Synthetic + Retrained 88.2 94.4 82.8
Synthetic + From-Scratch 87.5 91.8 83.6

Target Data + From-Scratch 86.8 90.4 83.6
50% Images, 5% Blur

Synthetic + Retrained 15.4 10.2 28.20
Synthetic + From-Scratch 11.1 7.9 18.2

Target Data + From-Scratch 40.5 34.8 48.5
10% Images, 5% Blur

Synthetic + Retrained 19.0 11.1 26.7
Synthetic + From-Scratch 14.3 9.09 23.30

Target Data + From-Scratch 18.2 11.1 34.1
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FIGURE 9.3: Comparison of Full and Half TTL pipeline and Traditional
Pipeline using Point of Failure





99

10

Use Case 1: Image Recognition -
Discussion

The results captured from this use case and those contained in the module test-
ing, provide the validation for this two-step transductive transfer learning pipeline.
Proving its effectiveness in navigating the most common problems experienced by
non-expert users when lacking enough data for the target domain.

10.1 The Failure of Blurred Sepia Images

Giving the target images a sepia overlay did not appear to initially affect the accu-
racy of the GAN or the final classifier, beyond a small reduction in accuracy and
synthetic confidence. However due to a significant reduction of information that
both the sepia and blurring imparted, at a certain point (22% images and 3% blur-
ring) there ceases to be enough of a representation of the target domain to build a
model around and the GAN experiences mode collapse. Failing to converge, the
resulting synthetic data is extremely inaccurate. Why this occurred in these exper-
iments and not the MNIST to MNISTM benchmark, is likely a combination of the
aggressive variance reduction that sepia tones and blurring apply to the target data
and also the complexity of the images in both data sets.

10.2 The ’Yield Point of Failure due to the Lack of Rep-

resentation’

The predicted asymptote that was hypothesised to exist based on the results from
the module testing, did not exist here in a form of what was initially suspected.
Instead of an asymptote, a curve similar to a stress-strain curve was seen instead.



100 10. Use Case 1: Image Recognition - Discussion

Similar to a stress-strain curve, a ’yield point’ existed instead.

What was seen, was that a linear decrease in the domain representation provided
by the target images, produces an exponentially decaying accuracy which converges
to a false asymptote. It is described as false, because at a certain point where the tar-
get domain is no longer sufficiently represented by the target data set, the generator
experiences mode collapse and a synthetic data set can no longer be effectively pro-
duced.

FIGURE 10.1: Visualisation of the Point of Failure and False Asymptote

10.2.1 Formalising the ’Point of Failure’

In the extensive cover of domain adaptation literature in the context of using GANs,
beside a desire to avoid mode collapse, this ’Yield Point’ has not been referred to
before. As such this body of work will label it as the ’Yield Point of Failure due to
the Lack of Representation’ or simply the ’Point of Failure’. The ’Point of Failure’
(PF) will be defined as the point where mode collapse in the generator of a GAN is
guaranteed to occur.

The experiments conducted so far have shown that a correlation exists between
the variance of the target data set and the final confidence of the synthetic data set.
As variance decreased, so did accuracy. However, at a point of limited variance,
the ’Point of Failure’ PF is found and the generator is guaranteed to experience
collapse. This can be expressed as:
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DSynth −→ DT When CovT −→∞

DSynth 6= DT When CovT ≤ PF
(10.1)

However, this is only a correlation at this point. Variance is inherently linked
to other experimental factors including the quality and quantity of the images. Lo-
cating the metric associated to PF will require extensive testing across data sets, to
either isolate variance or find the root cause of the depreciating quality of the GAN.

10.3 The Use of a Pretrained Discriminator to Evaluate

the Synthetic Data

In both the module and use case tests, a ’confidence score’ was assigned to the syn-
thetic data sets by a discriminator trained using the full target data set. To prove
the validity of this approach an assumption was relied upon. That if all synthetic
data sets were measured by the same approach, then whether or not the approach
is valid, the final ranking is valid even if the scores are not by themselves. The use
of the pretrained discriminator was only then retrospectively proved valid, once
the synthetic data was used to train models, which had accuracies of comparable
ranking.

10.4 Expanding the Source Task Beyond the Target’s La-

bel Space

What was not captured in this experiment was the effect that training the source
model on the whole ImageNet data set would have (such that LT ∈ LS but LT 6= LS).
Those results were outside the scope of a transductive transfer learning pipeline.
However, by inferring from the module tests that were conducted in Chapters 6 and
7, the retrainer showed its ability to capture both domain and task relevant data.
From those results and the results of this use case, it is possible to state that by
expanding the initial knowledge of the source model into other domains and tasks
not relevant to the target domain and task, then a more robust representation of the
domain surrounding the target domain can be generated. Thus producing models
with higher accuracy deployed within a more dynamic environment.
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10.5 The Significance of these Results

Benchmarks are continually pushed higher with each body of work produced by
the research community, indicating that the use of GANs for domain adaptation is
still a maturing field of study. In this body of work, the improvements made to
the pixel-wise GAN and the implementation of the novel retraining layer enables the
creation of models that perform better than both the traditional pipeline and other
comparable transductive transfer learning approaches.

The use of the FreezeOut algorithm as a retraining method along with a success-
ful domain adaptation layer, created a pipeline with superior results than any one
of those approaches by itself. The pipeline’s ability to improve on Bousmalis’s cur-
rent world standing in the MNIST to MNISTM domain adaptation test benchmarks
its ability. While this use case’s complex scenario and the discovery of the ’Point of
Failure’ highlight its limitations.

10.6 Summary

This use case delivered three major outcomes in regards to the pipeline’s perfor-
mance in the image recognition space. The first was proof that as long as the GAN
does not experience mode collapse the synthetic media it produces, to the size and
quantity that it does, can be used to train models that far surpass the ability of the
traditional pipeline. The second outcome, the retrainer layer showed significant
promise, continually surpassing the from-scratch training. The final outcome con-
cerns the new found ’Point of Failure’, which whether caused by low variance in
the target data set or other wise, is an important metric that needs to be investi-
gated. These outcomes while limited to the image recognition space are still in-
dicative of the expectations that a successful application this two-step transductive
transfer learning pipeline can deliver.
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Use Case 2: Sentiment Analysis -
Experimental Setup and Results

11.1 Problem Statement

This use case will use a target data set, composed of IT service desk ticket head-
ers (ST ) from within a corporate environment (DT ). Each ticket will have a label
(yi ∈ YT ) which corresponds to the help desk the ticket needs to be forwarded onto.
These ticket data sets are historically very noisy and when these systems are setup,
there is little training data available. To remedy this, a cleaned and obfuscated ticket
data sets (SS) from another company is typically used to pre-train the model. The
models are then remade once more target data becomes available. Since the data
sets used are not within the target domain and have been even further removed due
to the obfuscation process, they train poor starting models that take a while to be
retrained using traditional means. This creates unstable product launches that lead
to significantly reduced client confidence in the platform.

Through a domain adaptation approach, these obfuscated data sets can first be
transformed into the target domain. Then by following up with a retraining of mod-
els previously effective in other companies, models trained within the target domain
can then be deployed.

11.2 Hypothesis

Based on the results from module testing of the SeqGAN and the outcome of use case
1, another ’Point of Failure’ is expected to be found. However, within the NLP space,
it is expected that the representation is seen in not only the size of the vocabulary,
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but also the variance of words and phrases.

DSynth −→ DT When CovT −→∞

DSynth 6= DT When CovT ≤ PF
(11.1)

PF is defined as the point where at the target’s data variance is lacking enough to
cause mode collapse within the SeqGAN’s generator.

To meet the requirements of the "ML-as-a-Service" platform for a final optimal
model, the synthetic domain must include the target domain at the minimum when
the target domain has only been represented using a minimal data set. Because of
this, the PF cannot be found to exist except under the most extreme conditions.
Before that point is found the final model trained with successful synthetic repre-
sentations must be optimal and be a better solution then any model trained using
purely the target or source data set (Aopt ∼ AMSynth

> AMT
> AMS

).

11.3 Method

11.3.1 Building data sets

The data sets used are from two Accenture clients. One larger (47000 total), cleaned
and obfuscated data set that is referred to as the BS data set and a second smaller
(2800 total), data set that will be used as the target data set. Both data sets only con-
tain 2 labels (Incident and Service Request).

As each data set is created throughout these experiments the total variance is
taken. When creating a data set the following method is observed.

1. Vectorise data set using Pre-Processing module with Doc2Vec approach.

2. Apply the following variance formula.

σ(x, y) =
1

n− 1

n∑
i=1

(xi − x̄)(yi − ȳ) (11.2)

This will attach a variance to each data set that can then be used when altering the
target data set to ensure that the when the ’Point of Failure’ PF is located it is di-
rectly related to the variance of the data set and not just its size.
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11.3.2 Locating Point of Failure

Take a binary search approach to locate the ’Point of Failure’ PF . Looping while the
PF has not been found, starting from a full target data set.

1. Using the new target data set, transform the larger source data set using the
SeqGAN within the Domain Adaptation module.

2. If the GAN is able to converge, halve the variance of the target data set. On
each loop reach the desired variance by starting from the full target data set
and remove random sentences.

3. If the GAN is unable to converge, add back half the removed variance from the
data set (i.e. If 25% of the total variance was available for this iteration then
add back 17.5%).

4. If the GAN is unable to converge after using all available data, supplement
with additional data from other Accenture ticket data from the same company.

11.3.3 Accuracy of the Pipeline for the NLP Use Case

Once the PF is found, produce a synthetic representations of the target domain us-
ing enough data just before the PF , a third in between the total amount of available
data and PF , two thirds and all the available data. Such that 4 data sets are pro-
duced. These 4 data sets are used to retrain a source trained model produced by
the Source Model Creator module. Evaluate the accuracy of these models against the
models created from-scratch trained models using the complete target data set and
source data set.

11.3.4 Comparing against Jittering

Since the module testing highlighted an issue whereby the SeqGAN would simply
copy the target domain and not learn it, the following test compares the previous
results against a target data set inflated by jittering.

1. Take two copies of each ticket in the target data set and insert two random
words that appears in the top 25% most frequent words for this data set into
one those copies and only one random word into the other. Creating two new
data sets, one with double the target data size using only the one word jittering
and the other triple the size using the one and two word jittering.

2. Pass the Retrainer module these data sets.
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11.4 Results

11.4.1 The ’Point of Failure’

The ’Point of Failure’ occurred when 100% of the original target sentences was avail-
able. Figure 11.1 shows that the pretraining and adversarial training using the initial
50% variance data set and a subsequent 100% test had effective pretraining phases,
but reached mode collapse quickly into adversarial training. By using similar data
sets from the same company a larger data set composed of approximately 1.8 times
the amount of data equal to a variance increase of 150% adversarial training was
able to occur.

FIGURE 11.1: Snippet of Generator Loss during Pre-training (0-100
epochs) and Adversarial training (101+ epochs).

5 tests put the ’Point of Failure’ to occur between 140%−144% of the original tar-
get data set’s variance. However, the sentences that were produced by the generator
during failure were all unique between each other. Indicating that the generator was
experiencing mode collapse while receiving different source and target sentences.

As was established in the module test, from inspection the synthetic data sets,
such as the data set that was captured just after the ’Point of Failure’ was reached,
does not appear to be incorrect.
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TABLE 11.1: Converged SeqGAN transformation

Type Source Synthetic
Access role change in finance team badge access removed new user
Access SAP Access Request check user accessibility
Access new starter port opening

Incident code spelling mistake oracle execute pending items PROD
Incident service unavailable menu Amazon
Incident Lost my access to outlook email failed sent outbox notification

However by taking a quantitative review, its seen that again upon mode collapse,
the generator has learnt to just copy the target data regardless of input. The identical
nature of the post-mode collapse synthetic data sets are to the target data is captured
in a BLEU style, n-gram comparison of the data sets.

FIGURE 11.2: BLEU scores of the synthetic data sets against the target
data set

11.4.2 Full Pipeline Test

Based on the previous test, 3 synthetic data sets are passed on to the next stage of the
pipeline, each data set coming from target data with 50%, 100% and 150% variance.
Noting that only the 150% variance data set of the 3, converged in the previous test.
All 3 data sets are trained from-scratch and the Retrainer module. Alongside the
synthetic data, 2 other data sets made from jittering with 2 and 1 extra noise words
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also tested.

TABLE 11.2: NLP Full Two-Step Pipeline Test

F1 Score (%) Recall (%) Precision (%) Support
Synthetic (50% variance)

Access 72.0 60.0 90.0 6899
Incident 85.1 93.8 77.8 16933

Synthetic (100% variance)
Access 73.5 67.8 80.3 6899

Incident 86.8 90.6 83.2 16933

Synthetic (150% variance)
Access 77.4 63.9 98.30 6899

Incident 88.2 98.4 79.90 16933

Target Data Baseline
Access 66.2 53.0 88.0 500

Incident 69.2 60.0 81.8 882

Jittering (1 Word)
Access 68.9 81.9 59.5 1000

Incident 79.8 88.2 72.8 1764

Jittering (1 + 2 Word)
Access 72.5 59.5 92.6 1500

Incident 84.5 78.3 91.8 2646

The same tests were conducted again without the use of FreezeOut. Note that the
below test results were averaged from 3 runs.
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TABLE 11.3: NLP Using Only Domain Adapation Layer

F1 Score (%) Recall (%) Precision (%) Support
Synthetic (50% variance)

Access 70.8 66.0 76.4 6899
Incident 79.3 74.8 84.40 16933

Synthetic (100% variance)
Access 71.3 56.4 96.9 6899

Incident 82.3 84.1 78.9 16933

Synthetic (150% variance)
Access 75.8 96.1 61.4 6899

Incident 85.6 83.5 87.80 16933

Target Data Baseline
Access 57.1 92.6 41.30 500

Incident 62.2 96.5 45.80 882

Jittering (1 Word)
Access 60.4 50.3 75.5 1000

Incident 78.1 72.3 84.8 1764

Jittering (1 + 2 Word)
Access 66.7 56.5 81.3 1500

Incident 79.9 86.1 74.50 2646
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Use Case 2: Sentiment Analysis -
Discussion

The outcomes from this experiment were not a positive indication for this pipelines
approach to domain adaptation within the NLP space. The amount and quality of
target data required by the SeqGAN in order to avoid mode collapse was signifi-
cantly higher than the amount required by the DenseNet to classify a smaller target
data set. Thus failing a core requirement for this pipeline.

Furthermore tests done with jittering highlighted that the data produced by the
SeqGAN upon mode collapse, was not significantly better than a jittered data set.
Using less data jittering appeared to achieve equal results if the Retraining module
was used. SeqGANs likely introduced bias into the data set from sampling the more
frequently used words and phrases within the target set.

12.1 Variance’s Absence from Literature

The results of this experiment once again showed a correlation between variance of
the target data set and the success of the GAN in producing synthetic data. This
is especially important, given that this correlation has been shown to transcend the
GAN approach used.

However so far in the literature, variance in the target data set has not been put
forward as a contributor to the GANs ability to create synthetic data. In the pa-
pers written for OptionGANs [123] and InfoGANs [124], both wrote and provided
evidence for the abilities for their GAN to operate in "complex" domains. Since this
body of work has shown that variance is one of the major metrics to measure a
GANs ability to avoid mode collapse, then likely "complex" domains should be con-
sidered as domains that require greater variance in the target data sets or a model



112 12. Use Case 2: Sentiment Analysis - Discussion

such as OptionGANs or InfoGANs that require less variance in the given data sets to
succeed.

12.2 Problems with SeqGANs

The original SeqGAN paper [110] makes no mention of the requirement for data sets
with high variance. A requirement that appears to be very strict. The module tests
using the same data and task as those in the SeqGAN paper were equally successful
on this platform. However, once applied in a domain of less definition, it appears
SeqGANs are not appropriate. Given that conventional media including forum posts
(i.e. Stack Overflow), cited papers and the recommendation from the creator of mod-
ern GANs Ian Goodfellow, all point to SeqGANs as the current best synthetic media
production approach within the discrete data space, something from the conversa-
tion is missing. Upon review there are two major problems with Yu’s original paper,
that have surfaced in this thesis.

12.2.1 The Use of the BLEU Score Metric:

By assessing the output of the GAN using just the BLEU score between it and the
target data set, Yu’s team are not ensuring that the synthetic data is not simply a
copy of the target data. As the BLEU metric which measures dissonance between
two data sets would reward this outcome. Using the BLEU score here is not appro-
priate. Instead higher weighting should be given to closely matching n-grams from
multiple target sentences than those that come from the same sentence.

12.2.2 Size of the Target Data Sets:

The Oracle NLL data set contains over 140,000 unique true words in the English lan-
guage. To generate Chinese poems, Yu’s team used 16,736 poems each with 4 lines
of 20 characters, this corpus contains poems from a 4000 year time period, making
it a high variance data set. To produce music, Yu used 695 folk songs (average folk
song length is 4:04 minutes) with 88 pitch levels and a 0.4 second sampling speed.
All of these data sets are very large and diverse. Yu’s team did not in their paper,
evaluate the effect a shrinking domain representation would have on their work.
Which is out of place with how other papers have tested their approach. The teams
of Bousmalis [114] and Tzeng [125] which were referenced in this body of work, en-
sured that their GANs did not copy the target domain. Though both teams did not
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test for a correlation between variance and accuracy.

It’s important to note that this is not calling into question the validity of Yu’s
work. The results of his team were reproducible during this platform’s modules
test. However, it does question if the tests made by Yu and conclusions drawn by
others when referencing SeqGANs are not sufficient.

12.3 The Effect of Mode Collapse in the NLP Context

The way SeqGANs behave once they undergo mode collapse appears to be very
unique. The BLEU tests showed that the SeqGAN would upon mode collapse, copy
the target data set instead of learning it. The synthetic data tha t was then used to
create models obtained an accuracy similar to the jittered data set. Mode collapse in
other GAN applications typically takes the form of the generator only being able to
produce one datum repetitiously. However in this context, it appears that the gen-
erator produces a data set with variance.

How SeqGANs are able to prevent the form of mode collapse that leads to no use-
ful data being generated needs to be investigated. As if the worst outcome for the
use of a GANs in the domain adaptation context is equal to that of jittering, which
is the current best solution, then this is an optimal outcome.

12.4 Summary

The use of SeqGANs was not an appropriate approach to NLP domain adaptation
given the requirements of this platform. The mode collapse that occurs due too little
variance in the target data runs counter to the user’s original need for the platform.
The ability of the retrainer module to still effectively utilise the faulty outputs from
the SeqGAN provides significant credibility to the ability of the two-step approach
as a whole.

However, despite whatever peripheral information or success these experiments
have provided, they have left this platform without a way to handle discrete data
sources.
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Conclusion

13.1 Contributions of this Thesis

The following is a summary of the outcomes from the work conducted in this thesis.

• Provided strong evidence that the novel two-step transductive transfer learn-
ing pipeline composed of a domain adaptation and retrainer layer produces
classifiers that are more accurate then the same model if produced by any
one of those layers individually. Results such as the breaking of the MNIST
to MNISTM benchmark demonstrate how the use of this pipeline improves
upon current transductive transfer learning approaches.

• Conducted a comparison between data-boosting and model augmentation ap-
proaches for retraining, highlighted that that both approaches improved the
model’s final performance over a from-scratch training approach. However,
model augmentation approaches appear to be more stable.

• Provided evidence that SeqGANs are not an appropriate domain adaptation
approach, due to a high requirement for variance in the target data set.

• Extended the pixel-wise GAN approach for the domain adaptation application,
by incorporating more modern GAN techniques. These additions improved
the accuracy of the synthetic representations created by the generator.

• Provided a metric that can be used in any domain adaptation approach, that
measures the ability for the GAN to produce synthetic data based on the vari-
ance of the target data.

• Formalised a framework for a "ML-as-a-Service" platform, based around a
two-step transductive transfer learning pipeline and interchangeable, but re-
quired supportive modules. With its low, target data requirement this plat-
form will significantly decrease the barrier to entry the non-experts experience
when implementing machine learning solutions.
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13.2 Further Work

13.2.1 Completing the "ML-as-a-Service" Platform

With the failure to produce a viable NLP domain adaptation approach using GANs,
the "ML-as-a-Service" platform remains incomplete.

The success of the imagery domain adaptation approach through the use of a
pixel-wise GAN highlights the possibilities of an effective domain adaptation layer.
However with the failure of SeqGANs, an adaptation of current technologies or the
creation of a novel domain adaptation approach for NLP use cases needs to be
sought. All future approaches that are considered must allow the user to provide as
little target data as the pixel-wise image approach, a requirement SeqGANs could not
satisfy.

Building an "as-a-Service" platform has requirements beyond the accuracy of the
models it produces. ML application development targeted at non-expert users is
currently very uncommon. Since non-expert users will have little prior experience
with an "ML-as-a-Service" platform, a UI/UX design process must be implemented.
Alongside this, the deployment of these platforms in a cloud environment will be
necessary when the client base becomes multinational and data cannot be stored
within other companies’ environments due to strict data retention laws e.g. GDPR
in the EU. An investigation into UI/UX design for "as-a-Service" platforms, cloud
computing and the relevant laws to ensure compliance for this platform needs to be
conducted.

13.2.2 Formalising Domain Adaptation Proofs

Unlike many other areas of ML research, domain adaptation does not appear to have
standardised benchmarks to compare against. When building models classifying
CIFAR, ImageNet and GLUE are all standards that have yet to appear in domain
adaptation. Unofficially MNIST to MNIST-M is used for image domain adaptation,
however it lacks strong coverage across many application requirements that still
need to be tested for. The construction of a clear set of proved benchmarks must
be undertaken. Reconducting these experiments using these benchmarks would
further prove its success, or provide better understandings for the failure of the
NLP approach.
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13.2.3 Incorporating into Accenture’s Infrastructure

Accenture has developed their own pipeline known as ’ML Core’ and is incorpo-
rated within their major platforms. This pipeline utilises the traditional approach to
ML and the issues that have already been identified as the need for this thesis. Incor-
porating the work captured here into this pipeline will be important for translating
the value of this work into industry.

13.3 Conclusion

In order to produce an "ML-as-a-Service" platform, this thesis focused on the re-
quirements that arise when the user is not an expert in machine learning. A non-
expert user base necessitated the removal of the requirements currently imposed
by the traditional machine learning pipeline that requires the user to produce large
amounts of data (of any kind) in the target domain.

In an attempt to achieve this, the proposed novel two-step transductive trans-
fer learning pipeline was implemented with mixed results. The first layer of the
pipeline made use of a domain adaptation approached which supplemented the
lack of target data by transforming large amounts of adjacent source domain data
into the target domain.

For continuous data sets such as images, a pixel-wise GAN approach was taken.
This approach was largely successful, notably demonstrating a 1.4% accuracy im-
provement in the MNIST to MNISTM classification benchmark over the original
pixel-wise approach by Bousmalis and team [114]. The use of FreezeOut as the sec-
ond layer in the pipeline, through module testing, proved to be the source of this
increased accuracy. By retraining source domain models in the adjacent target do-
main, the models demonstrated a deeper knowledge base. This made them more
robust to shifts in the target domain, when introduced unseen validation data sets.

However, the approach taken to transfer NLP data sets which are in the discrete
data space was not as successful. This thesis sought to use a state-based, policy gra-
dient style GAN. SeqGANs are in nearly all up-to-date literature, accredited as the
most effective approach for the synthetic reproduction of text data. However, due
to a significant requirement for range and variance in the target data set, SeqGANs
were not appropriate in fulfilling the core goal of the platform. This failure however
did create the basis for a metric based on range and variance that can be used to
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evaluate the quality of target data sets provided by the user.

Overall the results of this thesis and its two-step transductive transfer learning
pipeline were highly positive. The success of the pixel-wise GAN approach coupled
with the FreezeOut retraining process was not over-shadowed by the failure of the
SeqGAN discrete data adaptation approach. Instead it highlighted how with the ap-
propriate approach, this pipeline can significantly improve in an area that if success
is not found in soon, the machine learning industry as a whole could stagnate.
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Appendix A

Source Model Creation Module
Experiments - DenseNet

A.1 Method

A.1.1 1. Testing Image Recognition

These tests will evaluate DenseNets for simple and complex IR tasks. When DenseNet
was first detailed it was tested against the CIFAR10/100 and the SVHN data sets.
This implementation of DenseNet will evaluate against the same data sets.

The follow test for each data set will be undertaken.

1. Download and split data set into a folder, one for each label.
2. Read data into PyTorch dataloader, split into batches of size 64.
3. Set Auto-Tuner to explore Dense Layer size (max 250).
4. Set DenseNet output layer to 10 nodes.
5. Run process for 50 tuning epochs of 100 training epochs.

For all the above tests, comparisons will be made against other leader:

• ResNet (G. Huang’s entry in the ImageNet competition 2016) [[126]]
• Multi-Layered Perceptron made using SkLearn python package.
• The All Convolutional Net [[127]]

A.1.2 2. Testing Natural Language Processing

A single test in the NLP will evaluate if DenseNets are able to learn intent from writ-
ten movie reviews. The Stanford IMDB movie review corpus is vectorised using the
Doc2Vec in the pre-processing module. The DenseNet model will receive these vec-
tors and map them to a binary sentiment, positive or negative.
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1. Download Stanford IMDB movie review corpus and passthrough Doc2Vec.
2. Store Doc2Vec model as layer between data set and DenseNet.
3. Train and validate DenseNet as normal, passing reviews through Doc2Vec be-

forehand.

A.1.3 Results

The first experiment trained a DenseNet with a growth rate of 12, on the SVHN
dataset. The DenseNet model was embedded within the autotuner which selected
76 dense layers as the optimal configuration. However, results showed that other
equal optimal results were found continuously ranging from 14 to 192 dense layers.
A lot of time was spent in the auto-tuner finding results that were of the same accu-
racy. The auto-tuner should have left once the gradient of the search flattened out,
it did not.

TABLE A.1: SVHN Tests

Model Type Accuracy (%) Sensitivity (%) Specificity (%)
DenseNet 99.94 99.91 98.35

ResNet 99.89 98.20 98.71
MLP 96.90 94.10 92.39

The 2nd test used the CIFAR10 data set. The growth rate again was 12 and the the
auto-tuner selected 140 dense layers as optimal. In this experiment the auto-tuner
was more precise and was able to select 82 as an optimal result without extensive
search of equal opportunities.

TABLE A.2: CIFAR10 Tests

Model Type Accuracy (%) Sensitivity (%) Specificity (%)
DenseNet 94.88 93.61 88.31

ResNet 88.13 87.31 88.99
MLP 49.18 48.86 49.24

All CNN 90.91 No Data No Data

The final experiment using CIFAR100, in terms of the auto-tuner’s ability to find
an optimal hyper parameter space, performed the same as CIFAR10. Due to the
complexity of the experiment, DenseNet’s growth rate was extended to 24 which
significantly increased the time and space complexity of DenseNet. This experiment
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took up 48gb of RAM representing a jump from 0.8Mil to 15.3Mil captured parame-
ters. The final depth of the net was 220 dense layers.

TABLE A.3: CIFAR100 Tests

Model Type Accuracy (%) Sensitivity (%) Specificity (%)
DenseNet 75.84 88.90 68.34

ResNet 64.42 61.05 68.43
MLP 51.18 45.34 49.03

All CNN 61.22 No Data No Data

A.1.4 Evaluation

The metrics for measuring DenseNet’s capacity to act as this platform’s generic model
include accuracy, time and space complexity and the input data’s invariance. While
accuracy across all tests was higher than those recorded by other well known mod-
els, the CIFAR100 test raised concerns about space complexity. In order to handle
the higher domain requirements of a large, many object input such as CIFAR100 the
growth rate was increased and a larger amount of dense layers were selected. The
1912% increase of parameters produce a high space requirement that is not com-
monly seen in most commercial applications. However, the 11% accuracy improve-
ment and significantly more stable sensitivity and specificity associated with those
results highlights the necessity for that space requirement.

These results represent a confirmation that across the IR and NLP space that not
only is a CNN approach applicable, but that of that family DenseNets are the cur-
rently best performing model. While the research conducted in the literary review
already showed this to be true, it was important to make several confirmations.
These results ensure that this module’s DenseNet setup can be applied generically.
Limited automation of depth selection in order to find the best model setup for a
given task stretches this generic application significantly.
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Appendix B

Pre-Processing

B.1 Method

The following two sets of experiments evaluated the functioning of the Pre-Processing
and it’s effectiveness in providing standardised, high entropy data to the rest of the
platform.

B.1.1 Image Pre-Processing

Using the CIFAR10 dataset.

1. Ensure all images are made encoded using the HSL spectrum.
2. The effect the BatchNorm layer will have.
3. The reduction of variance between results before and after shuffling and strat-

ification of the training data is applied.

B.1.2 Natural Language Processing Pre-Processing

1. Train and Validate DenseNet using the ’Bag Of Words’ vectors provided by in
the movie review data set.

2. Train and Validate DenseNet using the Doc2Vec vectors created by the Pre-
Processing module.

B.2 Results

B.2.1 Image PreProcessing

The effect of the BatchNorm layer was observable in the distribution of the images
before and after normalisation.

The results for CIFAR10 high
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FIGURE B.1: CIFAR 10 results before and after preprocessing

TABLE B.1: CIFAR10 Tests

F1 Score (%) Variance Recall (%)
Before Prepocessing 89.56 83.99 94.22
After Prepocessing 94.88 93.61 88.31

B.2.2 Text PreProcessing

TABLE B.2: IMBD Movie Reviews

F1 Score (%) Variance Recall (%)
Using Bag of Words 90.3 91.4 89.3

Using Word2Vec 90.8 91.5 90.1
Using Doc2Vec 91.7 95.0 88.6

B.3 Evaluation

These results provide validation for the Pre-Processing module that will enable it
to be deployed as the data standardisation layer in the "ML-as-a-Service" platform
tests. The success of the individual components including DenseNets, Doc2Vec and
BatchNorm layers are all expected given they come from well cited research. How-
ever, these tests ensured that their implementation matched expected results. In
order to ensure that assumptions made in other modules are fulfilled.
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Appendix C

Domain Adaptation - Data
Augmentation Approach Using
TrAdaBoost

C.1 Approach

Traditionally TrAdaBoost is used as an instance transfer training method for a trans-
ductive transfer learning case. It’s primary purpose is to make use of knowledge
of the same domain that has been split across several sets. It has not been applied
to a problem where the primary purpose is not to ratify domains, but instead to
retrain a knowledgeable model by boosting data of importance. Traditionally TrAd-
aBoost increases the weight of Same Distribution Data and decreases the weight of
Diff-Distribution Data between the source and target domain, before retraining the
model.
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TrAdaBoost

FIGURE C.1: Data distribution between source and target data set

In both scenarios, the data for retraining will be placed into two categories. The
first contains Task Relevant Data that is specific to the task that the model will be
applied to. The first hypothesis of the modified TrAdaBoost algorithm is that boost-
ing task relevant data leads to higher precision in the model. The second category
contains Context Relevant Data, which helps shape the models understanding of the
domain. The second hypothesis of this modified algorithm, is that boosting context
relevant data will reduce the variance of the model.
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FIGURE C.2: Distribution of task and context relevant data in source
and target data sets

Exclusively in the transductive transfer learning scenario the dissonance between
the source and target domains has already been ratified in the domain adaptation
module. However, TrAdaBoost may be able to boost the weight of synthetic data that
sits more completely in the target data set. This approach which would improve the
precision of the model, would be in line with TrAdaBoost’s traditional design.

TrAdaBoost traditional algorithm is as follows. Note that what has been referred
previously in this paper as the source and target domain is referred to in the below
algorithm as the Diff Distribution Domain (DD) and Same Distribution Domain (DS).
This format will only be used in the below algorithm and not again.
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Algorithm 3 TrAdaBoost
Input: The two labelled data sets from SD and SS , the an unknown data set S, a
newly initialised model M, an associated trainer O and the maximum number of
iterations N.
Procedure:

for t = 1,...,N do
1. Set pt = wt(

∑n+m
i=1 wti).

2. Call Learner providing it the combined training set ST = SD + SS with the
distribution pt over ST and the data set S. Then, get back a hypothesis ht : X→
Y (or [0, 1] by confidence).
3. Calculate the error of ht on SS :

εt =
n+m∑
i=n+1

wti · |ht(xi)− c(xi)|∑n+m
i=n+1w

t
i

(C.1)

4. Set βt = εt/(1− εt) and β = 1/(1 +
√

2ln( n
N

))

Note that, t is required to be less than 1/2
5. Update the new weight vectors

wt+1
i =

wtiβ|ht(xi)−c(xi)|, 1 ≤ i ≤ n

wtiβ
−|ht(xi)−c(xi)|, n+ 1 ≤ i ≤ n+m

(C.2)

end for

Output: The Hypothesis

hf (x) =

1,
∏N

t = [N/2]βhtt (x) ≥
∏N

t = [N/2]β−t
1
2

0, otherwise
(C.3)

Currently the TrAdaBoost algorithm is building its hypothesis in order to re-
weight the importance of data that either exists in the same domain of the target, or
exists in the source domain but positively contributes to the model’s performance.
This instance learning approach could be used to avoid the domain adaptation layer.
However, as explored in the literary review, instance transfer can lead to negative
transfer learning often when the initial source data set contains bias.

The modifications made to TrAdaBoost include alterations to the inputs of the
original algorithm and changes to the hypothesis when in the inductive transfer
scenario.
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In the transductive transfer scenario, the process will only provide the learner with
the target and synthetic data set. The synthetic domain will mimic the supposed
source domain from the initial algorithm. By using this spread of data, the hypoth-
esis will extend to include the variance between the two domains in the error.
In the inductive transfer method, the source and target data set are the same, with
no unlabelled data set to provide. Here boosting that leads to increase precision will
be from task relevant data. A positive outcome from the inductive transfer experi-
ments will confirm this.

C.1.1 Retrainer: TrAdaBoost

1. MNIST on Different Tasks

In both the inductive and transductive transfer learning scenarios, finding and boost-
ing task relevant data will be a core focus. In the inductive context the focus is purely
on task related data. Therefore testing inductive transfer learning approaches, is the
same as testing the ability for the retrainers ability to transfer task relevant features.

This setup will evaluate the effectiveness of the modified TrAdaBoost for the
inductive transfer learning scenario. A model that initially, using the Auto-Tune
pipeline, trained to identify MNIST numbers 0-9 is retrained for two different tasks.
The first task is to identify the 0’s of the number set, the second task is to identify
sets of numbers (0,1,2,3,4,5,6,7,8,9).

1. Using MNIST data set with a binary label space of 0’s and the rest.

(a) Place two split and shuffled MNIST data sets using above label space as
ST and S.

(b) Sub in the pre-trained MNIST model as M, using PyTorch’s optimiser for
O.

(c) Retrain model using TrAdaBoost.

2. Using MNIST data set with a multiclass label space of three sets (0,1,2,3,4,5,6,7,8,9).

(a) Place two split and shuffled MNIST data sets using above label spaces as
ST and S.

(b) Sub in the pre-trained MNIST model as M, using PyTorch’s optimiser for
O.

(c) Retrain model using TrAdaBoost.
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2. Using Synthetic MNIST-M Data Against True MNIST-M Data

This setup will evaluate TrAdaBoost’s ability to retrain models for a new domain. The
algorithms ability to positively retrain a model regardless of the dissonance needs
to be evaluated.

1. Using the MNIST-M data with labels 0-9.

(a) Place shuffled target MNIST-M data set into ST and the synthetic data
into S.

(b) Sub in the pre-trained MNIST model as M, using PyTorch’s optimiser for
O.

(c) Retrain model using TrAdaBoost.

2. Using Synthetic data with labels 0-9 that has a 98% confidence in the MNIST-M
domain.

(a) Place shuffled target MNIST-M data set into ST and the synthetic data
into S.

(b) Sub in the pre-trained MNIST model as M, using PyTorch’s optimiser for
O.

(c) Retrain model using TrAdaBoost.

3. Using MNIST data with labels 0-9.

(a) Place shuffled target MNIST-M data set into ST and the synthetic data
into S.

(b) Sub in the pre-trained MNIST model as M, using PyTorch’s optimiser for
O.

(c) Retrain model using TrAdaBoost.

C.2 Results

C.2.1 Experimental Setup 1: Inductive Transfer Learning using MNIST

The first inductive transfer learning test compares TrAdaBoost’s retraining of a MNIST
model against a model trained from scratch for a simple binary task, evaluating 0’s
in the MNIST data set. In this experiment TrAdaBoost produced a final model that
initially trained faster then the from scratch model, but was slower to reach con-
vergence. The overall accuracy of both models was the same within an expected
variance.
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FIGURE C.3: Experiment evaluating TrAdaBoost inductive transfer
learning ability in retraining a MNIST domain model for the task of
evaluating 0’s in the MNIST data set. Compared against a model

trained from scratch.

The second experiment accesses the ability of TrAdaBoost on more complex tasks.
In this case sets of numbers are grouped together. TrAdaBoost performed similar
in this test, failing to reach convergence before the from scratch model, while still
achieving a similar overall accuracy.

FIGURE C.4: Experiment evaluating TrAdaBoost inductive transfer
learning ability in retraining a MNIST domain model for the task of
evaluating sets of numbers in the MNIST data set. Compared against a

model trained from scratch.

C.2.2 Experimental Setup 2: Transductive Transfer Learning using

Synthetic Data in the MNISTM Domain

The first test using TrAdaBoost for transductive transfer learning used the perfect
synthetic representation of the MNIST-M domain. The results showed a model that
behaved very similar to the from-scratch model, but fluctuated heavily around the
convergence point. The convergence point also sat below that of the from scratch
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model by a marginal amount. The TrAdaBoost model appeared to reach a conver-
gence point faster than the from scratch model.

FIGURE C.5: A comparison of using TrAdaBoost for transductive trans-
fer learning on perfect synthetic data set vs. the same data set used to

train a model from scratch.

The second test used the synthetic data set produced by the domain adaptation
module. This data set which was able to be classified by a MNIST-M model at an
accuracy of 98%. The results from TrAdaBoost while as accurate as the model trained
from scratch was slow to reach convergence.

FIGURE C.6: A comparison of using TrAdaBoost for transductive trans-
fer learning on an high confidence synthetic data set vs. the same data

set used to train a model from scratch.

The third test evaluated the input of a poor synthetic representation of the MNIST-
M domain, this was mimicked by using MNIST data set for a poor synthetic repre-
sentation.
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FIGURE C.7: A repeat test using poorer quality synthetic data to rep-
resent the MNIST-M domain.

There was a clear improvement over the from scratch trained model. Due to the
large disparity between the results using poor and high quality synthetic data, the
initial tests results were rerun.
These re-tests included manually altering batch sizes, waiting longer for conver-
gence and a careful critic of CPU worker delegation. The alterations led to no sig-
nificant improvement.

FIGURE C.8: Median accuracy of TrAdaBoost using different batch sizes
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C.3 Evaluation

A major source of interference can be inferred from the unsatisfactory performance
of TrAdaBoost in these experiments. The source of the first interference can be seen in
the irregular patterns of the learning in all the experiments. The cause of this can be
traced back to the covariance of the synthetic data in relation to the target domain.
Despite the best efforts of the domain adaptation module, the synthetic data will
likely not sit one-to-one with the target domain.

Due to the noise in the data set, TrAdaBoost’s continually fluctuating hypothesis
is unable to converge. Critically this appears to escalate when the variance between
data sets is exaggerated, as seen in the larger fluctuations in the transductive sce-
nario’s second experiment. The outcome of this observation goes against what was
initially hypothesised, TrAdaBoost can not cover any shortcomings from the domain
adaptation module. As the lack of convergence caused by the fluctuating hypothe-
sis drastically reduces the effectiveness of the algorithm.

C.4 Conclusion

TrAdaBoost which was initially only designed as a transductive transfer learning
method was reworked in order to be applied as a retraining method. The algo-
rithm was still able to retain the benefits of its initial purpose, as shown in the good
results from using poor synthetic data in a transductive transfer learning applica-
tion. However, in all other application TrAdaBoost performed poorly. In failing to
converge faster than the from-scratch method, TrAdaBoost showed itself unable to
perform as a retrainer. Modifications could be made to the overall pipeline, and this
could be explored if the final transductive and inductive pipelines are less accurate
than these initial results.
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